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I. 
Abbreviations and Definitions 

ACE – Area Control Error

AIES – Alberta Interconnected Electric System
BA – Balancing Authority

BAAL – BA ACE Limit

BRD SDT – Balance Resources and Demand Standard Drafting Team

CERTS – Consortium for Electric Reliability Technology Solutions 

Contingency operation – Interconnection operation during a period of time that starts from occurrence of a load or generation contingency and ends when the frequency recovers from that event.

ECAR – East Central Area Reliability Council

ERCOT – Electric Reliability Council of Texas

FAL – Frequency Abnormal Limit

FRCC – Florida Reliability Coordinating Council

FRL – Frequency Relay Limit

FTL – Frequency Trigger Limit 

GADS – Generation Availability Data System

MAAC – Mid-Atlantic Area Council

MAIN – Mid-America Interconnected Network, Inc.

MAPP – Mid-Continent Area Power Pool

NAESB – North American Energy Standards Board

NERC – North American Electric Reliability Council

NPCC – Northeast Power Coordinating Council

RA – Reliability Authority

SAR – Standard Authorization Request

SERC – Southeastern Electric Reliability Council

SPP – Southwest Power Pool, Inc.

Standard - Balance Resources and Demand Standard. Also referred to as Standard 300.

Tvb – A limit on the number of consecutive minutes that a BA may allow its ACE to go above BAALhigh or below BAALlow without violating the measure in the Standard. This limit is referred to as BAAL Tv in the proposed Standard.

Tvfh – A limit on the number of consecutive minutes that the Interconnection frequency can be above FTLhigh without exposing it to unacceptable risk. This limit is also referred to as FTLhigh's Tv in the proposed Standard.

Tvfl –A limit on the number of consecutive minutes that the Interconnection frequency can be below FTLlow without exposing it to unacceptable risk. This limit is also referred to as FTLlow's Tv in the proposed Standard.

UFLS – Under-frequency load shedding

WECC – Western Electricity Coordinating Council

II. 
Executive Summary

The BRD SDT has defined the objectives listed in the left column of Table 1 below for validating the proposed Standard. CERTS has subcontracted PCE to prioritize these objectives and perform research toward as many of those deemed most important as possible within the resources available for this project. The middle column of that table describes the tasks derived from these objectives using the recommendations provided by the Directed Research (attached in Appendix E). The right column of that table summarizes the issues and conclusions resulting from the work performed on these tasks in Phases I and II, and the Directed Research steps remaining. 

CERTS's subcontract for Phase II defined for PCE to perform analysis and deliverable items listed in the left column of Table 2. The right column of that table summarizes the results. The full results of Phase II work are combined with the last draft of Phase I report released on January 6, 2005, to produce this integrated report.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

1) Validate the Concept of Using Probabilistic Acceptable Risk Limits, Based on Unwarranted Under Frequency Load Shedding and Unit Outages
a) Use of probabilistic acceptable risk limits, based on unwarranted under frequency load shedding and unit outages According to Bayes' Theorem any such limits cannot jointly determine a risk that is greater than the risk of reaching FRL without such limits.  If further research established that interconnection performance within the CPS1 limit guarantees that the risk of reaching FRL is  less than the traditional industry limit of not-more-often--than-once-in-ten- years, then the concept of  using probabilistic acceptable limits on the risk of reaching FRL would be invalidated.
The concept of using a statistical approach to limit the rate of occurrence of frequency excursions is sound.

Under the measures in the proposed Standard, too many parameters, such as future generation control practice, can affect the risk of reaching FRL associated with setting FTL to a particular value. Sufficient information is not available to confidently set FTL to an optimum value that ensures that this risk is bounded to a targeted value. 
Given the conservative proposed method of setting FAL, NERC may be able to use the method suggested by BRD SDT for setting FTL as long as FTL can be quickly adjusted if future practice causes frequency to exceed FAL too often.

Study should be performed of the magnitude of ACE and frequency errors, and their potential impact on the risk of reaching FRL under the proposed Standard.

The concept of using a statistical approach to limit the rate of occurrence of frequency excursions should probably be based, not on some theory of probabilistic acceptable risk of reaching FRL, but only on the practical concept of minimizing the risk of limiting the rate of occurrence of frequency excursions more than is necessary to assure that interconnection performance does not eventually violate CPS1.
If further research determines that the risk of reaching FRL is already bounded by the CPS1 limit to within the traditional industry limit of once-in-ten-years, then there are probabilistic limits not on the risk of reaching FRL, but on the risk of limiting the occurrence of frequency excursions more than it is practical to do so, and such risk indeed needs to be determined by further research on frequency errors as recommended here.  In that case, using risk of reaching FRL as a basis for setting probabilistic acceptable risk limits is not "conservative" but has been invalidated.  It is not "conservative" to disregard invalidation.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

2) Validate the Concept of Using Interconnection Frequency Response to Estimate Response in milliHertz to Generation/Load Mismatches in Megawatts
a) Calculation of frequency response from available data.
It is technically feasible to estimate frequency response from available data.

This report calculates and utilizes a non-standard measure of frequency response that uses the largest observed deviation of frequency for each contingency sample (not usual the "settle-point") in order to estimate the maximum frequency deviation expected for a given generation or load loss.  The estimate is provided by a two-dimensional average of megawatts per hertz which is the slope of a regression line through the plot of all the contingency samples' maximum frequency deviations.


b) Historical vs. predictive indicators to be utilized for estimate
Historical data was used for making the estimate as directed by the Standard.

Impact of potential decline of frequency response is a subject of research for a frequency response standard.


c) Accuracy, variability, and sensitivity of frequency response with respect to various parameters
Analysis should be performed of the impact of variations in frequency response on the risk of reaching FRL associated with contingencies.

For estimating the relevant frequency departure resulting from the final contingency, the process should consider only the portion of the primary response that is realizable before UFLS relays activate.


d) Behavior under stressed conditions, such as large frequency error
This is a subject of future research.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

3) Validate the Concept of Using Frequency-related Relay Settings to Establish Interconnection-wide Limits
a) Using frequency-related relay settings to establish interconnection-wide limits
PCE has validated for under-frequency limits that this concept is technically sound in terms of the reliability objectives defined in the Standard. 

Validation of the concept for over-frequency limits is a subject of future research.
Frequency-related Relay Settings are needed to determine, when Interconnection performance is at the CPS1 limit, the reliability of the Interconnection in terms of a total probability of both controllable and uncontrollable errors to trip a frequency relay not more-often than once in ten years .

4) 
b) Examine industry UFLS practices and settings
PCE has obtained UFLS data for all Eastern Interconnection regions, WECC, and ERCOT.


c) Regional identification of UFLS relay settings in NERC regions
PCE recommends that a measure be added to the Standard to require all NERC regions or RAs to submit all under- and over-frequency relay settings approved by them or utilized in their territory that should be considered by this Standard.


d) Authorization of UFLS relay settings in NERC regions
PCE recommends clarifying the phrase "approved (firm load) Under Frequency Load Shed relay setting" in step (i) of the Frequency Limit calculation process described in [1] by elaborating on the word "approved".


e) Impact of NERC Regional variations.
Highest UFLS settings have generally been found to be part of an SPS for local protection.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

5) Validate the Concept of Using Supply-side Contingencies to Estimate Interconnection Reliability Risk
a) Calculation of the risk of reaching UFLS limits due to supply-side contingencies 
For any given frequency, it is technically feasible to calculate the risk of reaching UFLS limits due to generator trips and a method of doing that has been identified, implemented, and used for this research. 

Historical frequency data and contingency reports reveal that the largest supply-side contingencies are a result of transmission loss or overloading, leading to the separation of generators from the Interconnection or even intentional large-scale generator trips.


b) Accuracy, variability, and sensitivity of risk estimates using contingency information
The process can be modified to take into account the impact of varying generation at the time of trip on Interconnection risk.

The research invalidates the concept of using Supply-side Contingencies to estimate (total) Interconnection reliability risk.  Interconnection reliability risk is the joint probability of both controllable and uncontrollable errors to trip a frequency relay not more-often than once in ten years .


c) Impact of multiple coincident contingencies, resulting from loss of plants and right-of-way
PCE has considered loss of plants in its method of estimating risk due to generation contingencies.

PCE recommends that the Standard should be modified to state explicitly whether separation of generators from the Interconnection or intentional trips of generation due to overloading of transmission should be considered for calculation of FAL.

Data regarding historical failure statistics of DC transmission lines and converters, if available, could be added to the input data to improve the estimate of risk due to supply-side contingencies.


d) Robustness of process under stressed conditions
This is a subject of future research.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

6) Validate Steps in Process for Developing Frequency Limits. 
a) Developing Frequency Trigger Limithigh and associated Tvfh 
The procedure specified in the Standard cannot be followed to set Tvfh in a way that effectively limits the risk of reaching FRLhigh to a targeted level and it has been provisionally set to the maximum limit specified by the Standard.

Additional research is necessary to establish FTLhigh for all Interconnections. 


b) Developing Frequency Trigger Limitlow and associated Tvfl
The process has been validated by using a single unit trip as a single contingency.

Consideration of separation of generators from the Interconnection or intentional trips of generation due to overloading of transmission would result in an excessively tight or positive FTLlow. If such events should be considered by this Standard, it may not be possible to limit the risk as indicated by the Standard, and a different method of setting FTLlow may be considered.

The procedure specified in the Standard cannot be followed to set Tvfl in a way that effectively limits the risk of reaching FRLlow to a targeted level and it has been provisionally set to the maximum limit specified by the Standard.

PCE has invalidated Setting Probabilistic Acceptable Risk Limits some contingency-based distance away from the Frequency-related Relay Limit because:
1. Time-error correction cannot be incorporated into the "Lowest Frequency Operating Setpoint" as mandated in the latest draft (Draft 2) of the Standard commented on by the Industry and described in a footnote in the "Procedure for Determining Interconnection Frequency Limits" Appendix to the Draft 1 Standard ftp://www.nerc.com/pub/sys/all_updl/standards/sar/Supporting_Documents.pdf.  Setting the Probable Acceptable Risk Limits a fixed distance away from the Frequency-related Relay Limit causes time-error-correction to be treated as error and therefore to conflict with controlling to Probable Acceptable Risk Limits;
2. Using the largest contingency as the distance between the Probablistic Acceptable Risk Limits, and between them and the Frequency-related Relay Limit, causes one of the Probable Acceptable Risk Limits to be on the wrong side of Frequency; using a single unit trip as the single contingency between the Probabilistic Acceptable Risk Limits is the first of three logically invalid choices of smaller second contingency size, one for each Interconnection, just to save the research methodology from a false conclusion; 
3. Using less than the largest contingency as the distance between the Probable Acceptable Risk Limits makes the first largest contingency likely to put frequency much closer than one largest contingency away from the Frequency-related Relay Limit.  


c) Developing Frequency Abnormal Limithigh
Additional research is necessary to establish FALhigh for all Interconnections.


d) Developing Frequency Abnormal Limitlow
FALlow has been calculated using probabilistic generation loss data.

The research invalidates the concept of using Supply-side Contingencies to estimate (total) Interconnection reliability risk., because supply-side contingencies are a small component of total interconnection risk both supply-side and/or demand side.  (Total) Interconnection reliability risk is the joint risk that both controllable and uncontrollable errors trip a frequency relay not more-often than once in ten years .


e) Developing Frequency Relay Limithigh
Additional research is necessary to establish FALhigh for all Interconnections.


f) Developing Frequency Relay Limitlow
PCE has established FRLlow for the Eastern, WECC, and ERCOT Interconnections using UFLS guidelines from NERC Regions.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

7) Validate that the Frequency Limits Work as Intended
a) Provide examples showing the impact of proposed frequency limits on various sized BAs under a variety of operating scenarios
This is a subject of future research.
1. The Phase-One Field-Test data invalidates the current limits by showing an extremely greater number of Frequency Limit exceedences by reliably-performing smaller BAs because of their greater relative number, not because of their size.  Validation consists of using the Phase-One Field-Test data to choose Frequency Limits that minimize the exceedences by reliably-performing BAs, while assuring a number of exceedences that is sufficient to assure interconnection performance does not eventually violate CPS1 
2. Validation that the Frequency Limits work as intended is provided not by showing only the impact of the proposed limits on different size BAs.  Validation is provided by also showing that the number of exceedences of the Frequency Limits when the Interconnection is operating at the CPS1 limit is not more than the minimum that need to be limited to prevent deterioration of CPS1 performance. 

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

8) Validate the steps in the process for developing Balancing Authority ACE Limits
a) Validate the formula for the proposed BA ACE limit
The proposed BAAL formulation is based on an assumption that risk of reaching FRL is proportional to frequency deviation from schedule. This assumption is not supported by analysis.
No such invalidation has been performed by the directed research because no such strawman assumption is made "at the margin" to the effect that increasing marginal frequency deviation requires "increasingly tight" BAAL rather than "decreasingly loose" BAAL.  The mathematical cost of such an assumption would be the existence of a virtual fixed limit at low frequency deviation, in mathematical violation of the opposite assumption of "covariance" (of control error with frequency) embodied in the formulas for setting both the BAAL and the CPS1 limits, namely that decreasing marginal frequency deviation allows for an "increasingly loose", not just "decreasingly tight", ACE limit.  "Covariance" (like all quadratic "convexity") focuses mathematically on decreasing unnecessary control rather than increasing necessary control.  The comment fails to understand the extremely important mathematical difference between decreases at a decreasing rate and decreases at an increasing rate, and that the reversal of a decrease at a decreasing rate is the same as an increase at a increasing rate.  Climbing a mountain is much harder near the top (where the rise is concave) than it is near the base (where the rise is convex), but it is climbing in both cases.    
The proposed BAAL formulation ensures that if all BAs are within their BAAL at all times, the Interconnection frequency will not exceed FTL. Therefore, for frequency to exceed FTL, at least one BA must be outside its BAAL.


b) Practical implications of using the proposed BAAL
Requiring each BA to limit the number of consecutive minutes that its ACE exceeds BAAL to Tvb, as proposed by the Standard, is not sufficient to confidently limit the risk of reaching FRL to a targeted value. 
There is no such invalidation of BAAL by the directed research.  The proposed BAAL increasingly and "confidently" limits the risk, albeit at a decreasing rate!


c) Impact on Reserve Sharing Groups
This is a subject of future research.
Such a conclusion is directly derivable from assessment of the impact on smaller BAs in (6)(a) above.  


d) Impact on BAs of different sizes
This is a subject of future research.
This is a direct repeat of requirement (6)(a) above


e) Impact of NERC Regional differences
This is a subject of future research.


f) Impact on various wholesale markets
This is a subject of future research.
This validation is directly derivable from  meeting requirement (6)(a) above.


g) Robustness of process and behavior under stressed conditions
This is a subject of future research.

Table 1. Tasks, conclusions, and next research steps for Directed Research objectives; cont'd.

NERC BDR SDT Directed Research Scope
Derived Tasks
Conclusion or Next Research Steps

9) Validate that the Balancing Authority ACE Limits Work as Intended
a) Provide examples showing the impact of proposed BAAL on various sized BAs under a variety of operating scenarios
PCE preliminary analysis indicates that the proposed BAAL equation may result in a decreased number of violations as a result of aggregate reporting of ACE. This may mean fewer expected violations for larger BAs for the same proportional amount of control and induced Interconnection risk. PCE recommends that this area be further explored in future research.
This result invalidates BAAL settings if they cause too many control actions by a CPS1-compliant smaller BA that are more than the minimum needed to keep Interconnection performance from deteriorating to CPS1 violation, but it does not invalidate the process for developing the BAALs.  The indicated result is attributable not to size per-se, which is already adjusted for by bias-share in BAAL, but to multiplicity versus aggregation.   

Table 2. Specific Analysis and Deliverables for Phase II of Directed Research.

Analysis and Deliverables
for Phase II
Status

Description of data acquired for the project. 
Refinements to the method for calculating FAL and FTL proposed to BRD SDT; updated software of the method for calculating FAL and FTL reflecting any BRD SDT adopted refinements, if any, as well as the associated updated estimates of FRLlow, FALlow, and FTLlow for the Eastern Interconnection reflecting any BRD SDT adopted refinements.
Data gathered from sources described in this report.

Process and software refined to estimate and use historical recovery rate.

Analysis following the proposed process gives these estimates for the Eastern Interconnection:

FRLlow = 59.820 Hz
FALlow = 59.908 Hz
FTLlow = 59.950 Hz
The method for calculating FAL and FTL has not been validated because the refinements based on frequency data, including controllable errors, proposed in the Phase I report, and based on reducing the number of times the FTL is exceeded by reliable operations, as proposed in the current report, have not been applied. 

Estimates of FRLlow, FALlow, and FTLlow for the WECC Interconnection.
Analysis following the proposed process gives these estimates for the WECC Interconnection: 

FRLlow = 59.500 Hz 
FALlow = 59.722 Hz 
FTLlow = 59.856 Hz

However, consideration of separation of generators from the Interconnection or intentional trips of generation due to overloading of transmission would result in an excessively tight or positive FTLlow. If such events should be considered by this Standard, it may not be possible to maintain the operation higher than FTLlow for extended periods as indicated by the Standard, and a different method of setting FTLlow may be considered, as described in Sections IV.5 and XI.2.
This comment invalidates the methodology for setting the Probabilistic Acceptable Risk Limits, as explained in the inserted comment to 5 B above.
Also, the comment for Eastern Interconnection inserted in 5B above applies here, too. 


Table 2. Specific Analysis and Deliverables for Phase II of Directed Research; cont'd.

Analysis and Deliverables
for Phase II
Status

Estimates of FRLlow, FALlow, and FTLlow for the ERCOT Interconnection.
Analysis following the proposed process gives these estimates for the ERCOT Interconnection: 
FRLlow = 59.300 Hz
FALlow = 59.622 Hz
FTLlow = 59.932 Hz

However, consideration of separation of generators from the Interconnection or intentional trips of generation due to overloading of transmission would result in an excessively tight or positive FTLlow. If such events should be considered by this Standard, it may not be possible to maintain the operation higher than FTLlow for extended periods as indicated by the Standard, and a different method of setting FTLlow may be considered, as described in Sections IV.5 and XI.2.
Insert the same comments as were inserted in the preceding discussion of the Limits for the WECC Interconnection. 

Report of estimates of frequency limits for the three Interconnections in a format similar to that of Table 3 in section VIII of the Phase I Report, and will revise Appendices A and B of the Phase I Report to reflect any BRD SDT adopted refinements, if any.
Summary of frequency limit calculations is provided in Section VIII of this integrated report.

Appendices A and B have been revised and Appendix D has been added to reflect BRD SDT adopted refinements.

III. 
Background

1. Summary

Traditional objectives of frequency control have included bounding unscheduled flows over transmission facilities, paying back inadvertent energy among the control areas, and correcting time error. Another major objective has been to keep frequency away from levels that would cause under- or over-frequency relays to be activated. Extremely low frequency can lead to shedding firm load, while excessive high frequency can reflect power surge threatening to the integrity of the Interconnection. Additionally, those entities that cause the Interconnection to operate at a lower frequency cause a shortfall, due to load response, in delivery of the power other members' paying load has paid for.

2. Project Purpose

The purpose of this research is to validate that the following processes and their supporting concepts are technically sound and will be effective if implemented by the industry with minimal impact on scheduled transactions:

· Process for developing Frequency Limits.

· Process for developing BAALs.

The validation process requires using actual data to determine whether the limits can be developed as proposed, and then using actual data to show whether the limits work as intended  for various sized BAs in each of the major Interconnections (Eastern, Western, ERCOT) with minimal disruption to their reliable operations. The process for developing frequency limits and the process for developing BAALs are embedded in the draft Balance Resources and Demand Standard as Requirements 305 and 306 [1]. 

The SAR for the proposed Standard described this Standard development process as follows:

· Maintain Interconnection frequency performance within a targeted frequency profile as demonstrated through control performance measures.

· This standard will require the use of a technically defensible mathematical method to enable each Interconnection to disburse control responsibility among its entities to achieve its targeted Interconnection frequency profile.

· This standard will require that the Reliability Authority have the authority to monitor system frequency and have the authority to direct actions (to control frequency) that include load shedding.
PCE understands that the only properties of "frequency profile" targeted to be bounded are:

· Rate of frequency reaching levels where load and generator frequency-based relays will be activated.

· Root of the mean of the squares ("root mean square") of one-minute average frequency of the Interconnection as measured over a one-year period.

PCE also understands the phrase "technically defensible mathematical method" of disbursing responsibility to mean a method that can be shown by standard mathematical statistics to probabilistically ensure the level of reliability defined by NERC while feasibly distributing responsibility to Interconnection BAs of different sizes without requiring too much intervention in reliabile operations.

PCE understands that separate standards defined by NERC and NAESB will cover the objectives of proper interconnected operation that we have identified as traditionally addressed using frequency control, although the latest draft (Draft 2) of the standard commented on by the Industry incorporates the effect of time-error correction by stipulating an "Operating Setpoint" defined in a footnote in the "Procedures for Determining Interconnection Frequency Limits" Appendix to the Draft 1 Standard, and the frequency limits should be consistent with it. 

3. Scope of this Report

Limited to the deliverables listed in column 1 of Table 2 and including updated deliverables from Phase I of this project, deemed by CERTS and PCE to have the highest priority with resources available for this project out of the tasks described in the complete Directed Research (included in Appendix E), this report evaluates as many procedures in the proposed Standard as possible within the resources allocated to this project. These procedures are evaluated to determine whether implementing the proposed Standard would limit the expected occurrence of activating the under- or over-frequency relays to no more than once per 10 years. Also, this report follows the proposed processes for defining frequency limits and BAALs to make initial estimates of frequency limits for the Eastern Interconnection and evaluate the consistency and validity of those processes.

4. Scope of the Operation Understood to be Covered by the Proposed Standard

The once-per-10-years targeted risk of activating the under- and over-frequency relays specified in the proposed Standard as acceptable excludes the activation of such relays occurring in islands, separated from the bulk of an Interconnection. This exclusion applies irrespective of the cause of such separations, even if any of them is due to aggregate impact of mismatch between resources and demand in various BAs on some transmission facilities.

The above targeted risk should include the activation of such relays in an Interconnection during times of abnormal operation such as natural disasters impacting a significant portion of an Interconnection or disconnections of significant portions of an Interconnection.

IV. 
Validate the Concept of Using Probabilistic Acceptable Risk Limits, Based On Unwarranted Under Frequency Load Shedding and Unit Outages

1. Summary

The proposed method requires the Standards Developer to develop frequency limits, while ensuring that the expected rate of occurrence of load-shedding events due to negative frequency excursions or of tripping over-frequency generator trip relays due to positive frequency excursions does not exceed once in 10 years. PCE finds sound the concept of limiting unwarranted under-frequency load shedding to establish frequency limits and using the probability of generating unit outages (along with multi-unit plant outages and HVDC line or converter trips) as a factor in determining that the risk of tripping relays is no more than once in ten years. PCE has also found that the probabilistically calculated frequency limits used to define requirements in the proposed Standard are likely to limit the rate of load-shedding occurrences. Given the methodology used to determine the limits, however, it is impossible to estimate with sufficient accuracy what that rate will be. 

Given the generation control performance measures in the proposed Standard, PCE believes that parameters, in particular controllable errors such as future generation control practice, can affect the risk of reaching FRLlow associated with a particular value of FTLlow. This parameter was not considered in deriving the the value from the proposed process. Only an estimate is made for the purposes of this report, but the measures associated with this Standard do not make it possible to confidently set FTLlow to an optimum value that ensures that this risk is acceptably bounded. 

PCE also suggests that further research be performed to determine the impact on the risk of frequency's reaching FRL, due to controllable errors and potential errors in calculated ACE and measured frequency. 

2. Proposed Method of Frequency Control Operation

PCE understands that the use of the frequency limits to prevent load shedding will be as follows.  They will impact generation control practice in a way that bounds the tails of the frequency distribution. The goal is to ensure that frequency does not reach FRLlow for a period of time sufficient to activate load-shedding relays (e.g. with the current relay setting choices for the Eastern Interconnection this period at 10 cycles or about 0.167 s) more than once every ten years. The Standard would achieve this goal through control measures, which should attempt to prevent frequency from reaching FALlow. One of those measures will be setting FTLlow to a value that allows sufficient time for BAs and RAs to respond before reaching FALlow.

PCE's understanding of the method in the proposed Standard is as follows. FALlow should be set at the lowest value, such that the frequency is not expected to reach the associated FRLlow more than once in ten years. This rate of reaching FRLlow should be expected even if frequency is at this particular FALlow at all times in this ten-year period during non-contingency operation. By Bayes' Theorem in statistics, this "conditional" probability means a "total" or "joint" probability of reaching FRLlow that is much less than once in ten years.   

In this report, PCE has described a method to estimate the minimum frequency change resulting from contingencies that happens no more than once every ten years. An initial estimate of the magnitude of that frequency change for the Eastern Interconnection is performed in section VIII. Therefore, preventing frequency from going beyond FALlow during non-contingency operation is extra assurance that frequency is not expected to reach FRLlow unacceptably often during contingency operation. 

The proposed Standard intends to prevent frequency from going beyond FALlow through the following measures:

· Penalizing BAs that exceed BAAL limits for longer than Tvb.

· When frequency is beyond FTLlow, encouraging coordination by the RA to get frequency above FTLlow within the specified time limit (Tvfl).

3. Estimating Risk of Reaching FRL Associated with the Proposed Method of Setting FTL

PCE understands that the proposed process for calculating FTLlow and FTLhigh sets those limits by finding a highest contingency smaller than those considered for setting the corresponding FAL, dividing it by the estimated Interconnection frequency response, and subtracting the result from the appropriate FAL. In case of FTLlow for the Eastern Interconnection, the next highest such contingency would be a trip of a power plant with expected output of around 2,500 MW. The FTLlow resulting from considering this to be the next highest contingency would be very close to or above 60 Hz. 

It is highly unlikely that generation outages of a combined magnitude necessary to move the frequency from FTLlow, defined per the proposed process, to FRLlow will occur closely spaced in time. This is only true when trips of units and power plants are independent of each other (e. g. the trips are not caused by common-mode" events that lead to the separation of a section of an Interconnection). In fact, the risk of reaching FRLlow should take into account the probability of all possible combinations of contingencies, plus the probability of controllable errors, erring on the side of caution only when necessary. Then, simply subtracting one more unit contingency from FAL to calculate FTL does not have a sound theoretical basis. Using the method described in section VII, PCE estimates that, excluding natural disasters and any other events which preclude the assumption of independence of events mentioned above, the Eastern Interconnection would not experience an immediate loss of 4,000 MW due to generation contingencies more than once every 500 years. 

PCE understands that the independence assumption does not hold in case of coordinated generation shedding schemes, particularly those prevalent in WECC to protect transmission assets and prevent islanding. Independence of generation contingencies also does not hold in case of a loss of generation due to the transmission-related separation of that generation from the bulk of the Interconnection. 

To estimate FTL for this report, PCE used the contingency equivalent to a trip of the largest single unit in the Eastern Interconnection. However, PCE does not believe that this approach has a sound technical basis.

PCE is not proposing an improvement to this method of calculating FTL that would ensure a targeted rate of reaching FRL. PCE does not believe that the method used to set FTL evaluates the risk of reaching FRL or a particular value of FTL. 

However, because the risk of the non-contingency frequency distribution has not been determined, we cannot accurately determine the risk of reaching FRL under the proposed Standard. Alternatively, the proposed method of setting the limits in the Standard could be modified to make possible a practical, accurate and statistically consistent and complete calculation of risk. This should be a subject for further analysis.

4. ACE and Frequency Errors

Real-time control to this Standard would be working with non-audited values of ACE and frequency and, therefore, the proposed Standard should take into account the impact of possible errors in data entry, telemetry, or calculation.  PCE has heard anecdotal evidence of several cases in which control areas operated with an erroneous ACE for extended periods of time. The expected error in the Interconnection ACE times frequency error for a given time interval can be estimated using available CPS1 scores and data from a reliable frequency source, assuming that the effect of errors in CPS1 calculations is negligible. 

PCE recommends that a study of the impact of ACE and frequency errors on the risk of reaching FRL under this Standard be performed in the next phase of this research.

5. Defining Risk Limits based on Contingency-based Operational Deadbands

As advised by BRD SDT, PCE has calculated a frequency deadband in which an Interconnection may operate safely by computing a potential frequency drop resulting from a one-in-ten-years combination of unit trips plus another large unit trip. This approach is generally very conservative with regard to reliability. However, if contingencies due to other, common-mode causes, such as loss of transmission or right-of-way, are taken into account the low-side limits computed using this process become extremely conservative and, as shown in Section VIII, potentially positive. 

As discussed in the report for Phase I of this project, this is due to the fact that frequency will not be at FAL or even at FTL the entire ten years. In ERCOT, in fact, historical frequency data indicates that it may be impossible under the current requirements to ensure a one-in-ten-year relay trigger rate due to all causes, since a combination of contingencies has caused a drop in frequency of 720 mHz just within the past three years. In WECC, various RAS mechanisms as well as transmission failures cause generation losses larger than the expected generation losses due to independent plant trips.

An alternative measure of risk is to estimate the expected frequency trends including contingencies resulting from just meeting the implemented measures, such as CPM-1, and evaluate the expected probability of reaching FRL. FTL and the associated BAALs should then be set so as to proactively discourage the interconnection from becoming CPS-1 non-compliant by mitigating just enough large frequency excursions. Such an approach was discussed in the report for Phase I of this project and is treated in more detail in Section XI.2.

V. 
Validate the Concept of Using Interconnection Frequency Response to Estimate Response to Generation/Load Mismatches

1. Summary

The proposed Standard specifies that a Frequency Response based on an average of the prior three years data should be used to calculate the Minimum Safe Frequency Band. It is technically feasible and defensible to use estimated Interconnection frequency response based on past frequency performance during generation and load contingencies. For purposes of setting the frequency limits in this Standard it should reflect the estimated frequency drop following a generation contingency of a given size.  While the standard calculation uses the point where frequency stabilizes several seconds after a contingency, for expediency we are using the slightly larger maximum point where the deviation begins reversing.   

The process could also be made more accurate and more cautiously conservative by taking into account the fact that risk is increased as a result of the variability in frequency response. 

2. Eastern Interconnection Response to Negative Frequency Events

PCE obtained Eastern Interconnection frequency event data from Elmer Bourque of New Brunswick Power. PCE verified that the events recorded by New Brunswick Power (NBP) frequency measurements had a very good correlation with the generation trip data obtained from GADS. Other than for a few events, NBP data included an approximate generation MW tripped for the 79 events between 9/1/2001 and 8/31/04 PCE used in its analysis. For those excepted few events, PCE used the average generation of the unit or plant during its service in that year as provided by GADS data. Having gone through this process, PCE recommends that, in order to increase further the usefulness of the GADS database for generation control research, GADS request and store data regarding the actual MW loss due to immediate forced outages. Figure 1 shows one of the larger contingencies considered in this analysis. 
A scatter plot of the frequency drop vs. the power loss for each of these events is shown in Figure 2. PCE then found the best-fit line for these points with the power loss as the independent variable using the method of minimizing the square of the errors in the line's estimates of frequency drop. The slope of that best-fit line was used to determine the frequency response of Eastern Interconnection.

[image: image2.wmf]
Figure 1. Eastern Interconnection frequency response to a large event. The bracket indicates the magnitude of the considered frequency drop.
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Figure 2. Scatter plot of the frequency response to events recorded in the Eastern Interconnection. 

Using the above method, the frequency response for the Eastern Interconnection was found to be -3,109 MW/.1 Hz.
3. WECC Interconnection Response to Negative Frequency Events

PCE obtained data regarding generation contingencies in WECC from Don Badley of NWPP. This data includes the time and generation loss for 63 events from 2002 to 2004 where at least 800 MW was lost. PCE also obtained frequency data for the same time period from Yuri Makarov of California ISO and Bart McManus of BPA. These sources were used to validate each other. PCE then estimated the maximum frequency drop observed for each of the known events. Figure 3 shows one of the larger contingencies considered in this analysis.

[image: image4.wmf]
Figure 3. WECC frequency response to a large event. The bracket indicates the magnitude of the considered frequency drop.
A scatter plot of the frequency drop vs. the power loss for each of these events is shown in Figure 4. PCE then found the best-fit line for these points with the power loss as the independent variable using the method of "least squares" explained above. The slope of that best-fit line was used to determine the frequency response of WECC.

Using the above method, the frequency response for the WECC Interconnection was found to be -969 MW/.1 Hz. 
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Figure 4. Scatter plot of the frequency response to events recorded in WECC. 

4. ERCOT Interconnection Response to Negative Frequency Events

PCE obtained data regarding generation contingencies in ERCOT from Mark Henry and Robert Staples of ERCOT. This data includes the time, generation loss, and frequency drop for 117 events from 2002 to 2004. ERCOT also provided 2-second frequency data for the same time period. The frequency data was used to validate the maximum frequency drop indicated in the contingency data. Figure 5 shows one of the larger contingencies considered in this analysis. 
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Figure 5. WECC frequency response to a large event. The bracket indicates the magnitude of the considered frequency drop. The second frequency drop between 2:52 and 2:53 is not considered as it is a second event superposed causing UFLS relays to be activated and a large magnitude of load to be shed following the contingency.
A scatter plot of the frequency drop vs. the power loss for each of these events is shown in Figure 6. PCE then found the best-fit line for these points with the power loss as the independent variable using the method of least squares explained above. The slope of that best-fit line was used to determine the frequency response of ERCOT.

Using the above method, the frequency response for the ERCOT Interconnection was found to be -419 MW/.1 Hz. 
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Figure 6. Scatter plot of the frequency response to events recorded in ERCOT. 

5. Consideration of Time Delay in Activation of UFLS Relays 

Data provided to PCE by Don McInnis indicates that the load-shed relays located in FRCC, which PCE used to set an initial estimate of FRL for the Eastern Interconnection in this report, will open within 10 cycles, or less than 0.2 seconds, of the moment at which frequency reaches FRLlow. This means that a portion of primary response to the last contingency in a sequence of generation trips may not be realized in time to protect the load from being disconnected from the Interconnection. 

In order to take this into account in estimating the Minimum Safe Frequency Band as required by the proposed process, PCE recommends that the process be changed to calculate the potential frequency change from each contingency directly. This can be done as follows:

· In case of single contingencies, the frequency change would be calculated by dividing the MW change by the frequency response that is expected to be realized within the expected activation time of the relevant frequency relays. 

· In case of multiple contingency events, the frequency change of the last contingency would be calculated by dividing the MW change by the frequency response that is expected to be realized within 0.2 seconds. The frequency change due to contingencies occurring prior to that can be calculated by dividing the MW change by a frequency response value related to the recovery time available until the final contingency. When the recovery time becomes approximately 6-8 seconds, that value becomes equal to the full primary response. The frequency change due to contingencies occurring more than 30-60 seconds prior to the last contingency should also take into account the secondary response of the Interconnection.

A more accurate description of the Interconnection primary frequency response in terms of time can be done by studying sudden frequency change events using frequency data collected with a resolution of 0.1 seconds. PCE is aware that some data with that resolution may be available for this type of analysis and recommends that this be performed in the next phase of the research. These improvements are subject to further discussion.

6. Impact of Variations in Operating Conditions

Currently, the proposed Standard does not take the impact of variations of frequency response into account. Risk of reaching FRL is increased as a result of the variation of frequency response with season, time of day, activation of non-firm load-shed relays, and other factors. As suggested by Raymond Vice, the process may also be improved by taking into account the fact that, following multiple generation contingencies over a period of time, frequency relays may act much earlier than anticipated because the bulk of the primary frequency response on the system is utilized during the initial contingency and is not available for frequency support during following contingencies. The proposed process for setting frequency limits uses the approximation that frequency response of the Interconnection is constant. As directed in [3], the next phase of the research can expand on this analysis to determine how the variations in primary frequency response impact the Interconnection risk of reaching FRL.

It is possible to account for the variations in frequency response by modifying the process of calculating limits to estimate the Minimum Safe Frequency Deadband from contingency and frequency response data directly. This approach would allow the Standard Developer to account for the probability that same generation contingencies could result in a larger than expected frequency drop or in a smaller than expected frequency drop.

VI. 
Validate the Concept of Using Frequency-related Relay Settings to Establish Interconnection-wide Limits

1. Frequency-related Relay Settings

PCE has found that information is available through NERC Regions to determine the settings of UFLS relays that exist as part of Region- or Interconnection-wide protection schemes. As directed by the Standard, PCE used only settings of UFLS relays that disconnect firm load from the Interconnection.

PCE has found that, with the exception of ERCOT, the highest UFLS settings tend to be associated with Remedial Action Schemes or Special Protection Schemes, designed to protect a Region in case of islanding. UFLS relays designed to protect an intact Interconnection in case of a severe imbalance between resources and demand tend to have much lower settings.

2. Under-frequency Relay Settings for the Eastern Interconnection

PCE researched and received information for NERC Regions in the Eastern Interconnection. The most update-to-date information available to PCE is listed in Table 3 below.

Table 3. Highest approved firm load UFLS settings of Eastern Interconnection Regions.

NERC Region
Highest UFLS (firm load) setting

ECAR
59.500 Hz [6]

FRCC
59.820 Hz

MAAC
59.300 Hz [7]

MAIN
59.300 Hz [8]

MAPP
59.300 Hz [9]

NPCC
59.300 Hz [10]

SERC
59.500 Hz [11]

SPP
59.300 Hz [12]

Don McInnis of FRCC provided the information for FRCC UFLS relays, which, according to information available to PCE at this time, have the highest frequency trigger point to serve its specific needs of handling islanding conditions.

Information obtained for the Eastern Interconnection indicates that its FRLlow should be 59.820 Hz. 

3. Under-frequency Relay Settings for the WECC Interconnection

At the request of PCE, Don Badley of the NorthWest Power Pool provided information regarding the WECC Coordinated Off-Nominal Frequency Load Shedding and Restoration Plan [13]. This document indicates that WECC requires automatic firm load shedding when frequency moves below 59.500 Hz. PCE has also obtained information that some BAs, including AIES, in WECC have UFLS relays outside of the WECC-coordinated plan, which become triggered at 59.500 Hz. PCE also understands that some BAs in WECC have UFLS relays, which are also triggered at frequencies as high as 
59.900 Hz, but since the load associated with them is relatively small and they are higher than the settings specified by WECC, they were not used for calculating the initial settings for this report. For the purposes of the calculations in this report, WECC FRLlow will be set to 59.500 Hz.

4. Under-frequency Relay Settings for the ERCOT Interconnection

PCE obtained the most up-to-date ERCOT Operating Guides available through the ERCOT web site (http://www.ercot.com/Participants/OperatingGuides/index.htm). Information available in these documents indicates that firm load in ERCOT will be automatically shed at 59.300 Hz [14]. These documents also indicate that firm load may be shed at frequencies higher than 59.300 Hz and up to 59.800 Hz as part of the Emergency Electric Curtailment Plan, but such shedding should be manual and performed after other options have been exhausted. For the purposes of the calculations in this report, ERCOT FRLlow will be set to 59.300 Hz.

5. Over-frequency Limits

In order to obtain the FRLhigh, the Standard proposes to use the lowest high-frequency relay or turbine over-speed settings that are in line with the approved reliability guidelines. Information provided by Don Badley indicates that this limit should be set to 60.500 Hz for WECC. Further research is necessary to obtain sufficiently accurate information for the Eastern Interconnection. It is known that a few units in the Eastern Interconnection will trip when frequency moves above 60.300 Hz, but these are known to be very small. This report assumes that 60.500 Hz is an adequate initial estimate.

VII. 
Validate the Concept of Using Supply-side Contingencies to Estimate Interconnection Reliability Risk

1. Summary

PCE's understanding of the process for establishing FAL for each Interconnection, gathered from [1] and [5], is as follows. The Standards Developer is to gather information regarding the largest contingencies in that Interconnection. The contingencies are to be sorted from largest to smallest. The Standard Developer should then, using historical generation loss information, establish a set of contingencies that constitutes the size of the MW drop that is expected to be exceeded much less frequently than once every ten years ("Minimum Safe Megawatt Band"). That MW drop will then be a result of several events, spaced closely in time, which for establishing FALlow can be generating unit or plant trips and HVDC line or converter disconnections. The calculated MW drop is to be divided by the Interconnection frequency response, also estimated using historical data, to establish the Minimum Safe Frequency Band. That band is to be added to FRLlow to calculate FALlow.

2. Determining the Minimum Safe Megawatt Band

PCE found that in order to validate the proposed Standard and calculate a reasonably accurate Minimum Safe Megawatt Band, it needed to consider not only the largest contingencies, but also all permutations of the significant supply-disruption events possible, attaching a probability to each event.

A great resource for this purpose turned out to be GADS (http://www.nerc.com/~gads). To obtain the necessary information PCE contacted GADS's administrator Michael Curley, who provided data for the past 10 years as reported by utilities in all NERC Regions. This data represents approximately 90% of the generators in the four major Interconnections and an even more significant percentage of the higher-capacity units, which are the ones most important to this project. Mr. Curley filtered out data related to immediate forced unit trips and supplied information regarding the set of generators that may be synchronized to the Interconnection along with their capacity, average output, and hours in service. 

Using this data PCE calculated the expected trip rate for all types (separated by fuel type as well as hydro) of units and capacity. Additionally, PCE calculated expected trip rates for entire plants of each fuel type by filtering events where multiple units from a single plant tripped within a short interval. PCE then calculated the predicted trip rates for the units and plants likely to be online by using 2003 data to represent the current distribution of generation. This may not reflect the future likelihood of the mix of on-line generation, especially if there is any cyclicality in the mix due to factors like business cycles and commodity-price cycles.  The methods used in this analysis are discussed in Appendix A.

PCE then used contingency statistics obtained from GADS to calculate the historical number of times that a given MW drop occurred in the Interconnection as a result of single or multiple events in an interval of ten years (set as the measure of reliability in the proposed method for determining the real-time frequency limits under the Standard). In order to estimate the impact of multiple events that can occur within several minutes, PCE introduced a recovery rate for the Interconnection, calculated on the basis of historical Interconnection frequency data. The method for determining recovery rate is described in Appendix D. The parameters and results for each Interconnection are described in the appropriate sections below. However, it was found that with the relatively high existing recovery rate and the relative rarity of large contingencies for all NERC Interconnections, the value of recovery rate did not have a significant impact on results.

The end result is a complex statistical calculation based on the input data. The process and theory produced for this analysis, as well as the assumptions and approximations applied in the process, are described in detail in Appendix B. 

3. Eastern Interconnection 

As discussed in Appendix D, the recovery rate is estimated based on some parameters associated with the Interconnection. These parameters together with the values used for the Eastern Interconnection are shown below:

D1
 -20 mHz

D2
 -30 mHz

FHigh
 -50 mHz

FEnd
 -30 mHz

FR
 -3,109 MW/.1 Hz

tMin
 12 s

Using these parameters, the recovery rate was found to be 807 MW/min. 

[image: image8.wmf]
Figure 7. Typical recovery from a contingency in the Eastern Interconnection.

Analysis using GADS data and a recovery rate of 807 MW/min yielded an estimated Minimum Safe Megawatt Deadband of 2,750 MW for the Eastern Interconnection.

4. WECC Interconnection 

As discussed in Appendix D, the recovery rate is estimated on the basis of some parameters associated with the Interconnection. These parameters together with the values used for the WECC Interconnection are shown below:

D1
 -20 mHz

D2
 -45 mHz

FHigh
 -60 mHz

FEnd
 -30 mHz

FR
 -969 MW/.1 Hz

tMin
 12 s

Using these parameters, the recovery rate was found to be 403 MW/min. 

[image: image9.wmf]
Figure 8. Typical recovery from a contingency for the WECC Interconnection.

Analysis using GADS data and a recovery rate of 403 MW/min yielded an estimated Minimum Safe Megawatt Deadband of 2,150 MW for the WECC Interconnection.

5. ERCOT Interconnection 

As discussed in Appendix D, the recovery rate is estimated based on some parameters associated with the Interconnection. These parameters together with the values used for the ERCOT Interconnection are shown below:
D1
 -30 mHz

D2
 -60 mHz

FHigh
 -80 mHz

FEnd
 -40 mHz

FR
 -419 MW/.1 Hz

tMin
 12 s

Using these parameters, the recovery rate was found to be 146 MW/min. 

[image: image10.wmf]
Figure 9. Typical recovery from a contingency in the ERCOT Interconnection.

Analysis using GADS data and a recovery rate of 146 MW/min yielded an estimated Minimum Safe Megawatt Deadband of 1,350 MW for the Eastern Interconnection.

6. Using Actual Frequency Data to Verify and Extend Results 

PCE recommends that the next phase of research undertake the task of verifying the results of the process for determining the rate of generation contingencies using available frequency. Frequency data collected at a resolution of about 6 seconds or less over extended periods of time (at least 5-10 years) can be utilized for this purpose. Such a verification process would count the number of times various large MW deficiencies occurred over the range of the data, compare that number with the statistical history constructed by the method proposed by PCE, and calculate the statistical degree of confidence provided by it.  The frequency data has the added benefit of including the vast amount of controllable errors that can be filtered and recombined with contingency data to contruct a total joint probability or expectation of reaching FRLs.   
VIII. 
Validate Steps in Process for Establishing Frequency Limits

1. Summary

The tables in this section follow the process for developing frequency limits defined in Draft 3 of the proposed Standard BAL-011-1 — Frequency Limits. The left column lists the label of the requirement described in the middle column as given in the Standard. The right column describes how the requirement may be followed using data obtained in this project.
2. Determining lower frequency limits

Table 4. Determining lower frequency limits for the Eastern Interconnection.


Process Specification
Analysis

R3.1
Determine the highest approved (firm load) Under Frequency Load Shed (UFLS) relay setting for the Interconnection. This shall be the Interconnection’s FRLLow.
Data gathered by PCE to-date supports placing FRLlow at 59.820 Hz.

R3.2
Establish the Interconnection’s Frequency Response based on an average of the prior 3 years’ data (beta in megawatts per 0.1 hertz).
Research performed by PCE indicates that Eastern Interconnection's Frequency Response to large negative frequency events can be estimated as -3,109 MW/0.1Hz by departing somewhat from the usual definition of Frequency Response here and in Tables 5, 6 & 7.

R3.3
Identify the largest single Contingency events for the Interconnection and order them from largest to smallest.
PCE has done so using data made available by NERC GADS.



R3.4
Determine the minimum size of allowable Contingencies for the Interconnection and use this to determine the low Minimum Safe Megawatt Deadband for the Interconnection.
PCE has created a method to estimate the contingent MW drop associated with a once in 10 years probability. Estimate created using method with the available data indicates a Minimum Safe Megawatt Deadband of 2,750 MW. 

R3.5
Calculate the frequency change associated with the low Minimum Safe Megawatt Deadband for the Interconnection by dividing the low Minimum Safe Megawatt Deadband in megawatts by the Frequency Response of the Interconnection in megawatts per hertz. This is the low Minimum Safe Frequency Deadband for the Interconnection.
Using figures discussed above the Minimum Safe Frequency Deadband is equal to 
2,750 MW/(-10*-3,109 MW/0.1Hz) = 0.088 Hz.

Table 4. Determining lower frequency limits for the Eastern Interconnection; cont'd.


Process Specification
Analysis

R3.6
Calculate the Interconnection’s FALLow by adding the low Minimum Safe Frequency Deadband to the highest approved UFLS relay setting for the Interconnection.
FALlow for the Eastern Interconnection is 
59.820 Hz + 0.088 Hz = 59.908 Hz using the figures above.

R3.7
Calculate the FTLLow by adding the largest single Contingency to the FALLow.
The proposed process indicates that the next largest contingency after those that have been included in the Minimum Safe Megawatt Band should be used to calculate the Frequency Trigger Limit. If we count large plant trips, this would add an additional contingency of well over 2,000 MW and push FTLLow to the wrong side of 60 Hz. If we limit contingencies to unit trips the additional contingency would be approximately 1,300 MW and we adjust the methodology just enough to avoid invalidating it. BRD SDT accepted this approach in Phase I.

Using the latter estimate puts FTLlow at 
59.908 Hz 
+ 1,300 MW/(-10*-3,109 MW/0.1Hz) 
= 59.950 Hz.

R3.8
Establish the FTL’s Tv by determining the time at which the probability of a second Contingency exceeds acceptable limits.
BRD SDT has directed that this should be interpreted to mean: "set Tvfl to be the time interval at which the probability of a next largest single contingency generator trip is equal to 50%". PCE estimated the average expected time between generation contingencies 1300 MW or higher and found it to be 26.4 days. According to BRD SDT directive, Tvfl has been limited to a maximum of 30 minutes.

Table 5. Determining lower frequency limits for the WECC Interconnection.


Process Specification
Analysis

R3.1
Determine the highest approved (firm load) Under Frequency Load Shed (UFLS) relay setting for the Interconnection. This shall be the Interconnection’s FRLLow.
Data gathered by PCE to-date supports placing FRLlow at 59.500 Hz.

R3.2
Establish the Interconnection’s Frequency Response based on an average of the prior 3 years’ data (beta in megawatts per 0.1 hertz).
Initial research performed by PCE indicates that WECC Interconnection's Frequency Response to large negative frequency events is 
-969 MW/0.1Hz.

R3.3
Identify the largest single Contingency events for the Interconnection and order them from largest to smallest.
PCE has done so using data made available by NERC GADS.



R3.4
Determine the minimum size of allowable Contingencies for the Interconnection and use this to determine the low Minimum Safe Megawatt Deadband for the Interconnection.
PCE estimate using GADS data of generation contingencies indicate a necessary Minimum Safe Megawatt Deadband of approximately 2,150 MW. 

R3.5
Calculate the frequency change associated with the low Minimum Safe Megawatt Deadband for the Interconnection by dividing the low Minimum Safe Megawatt Deadband in megawatts by the Frequency Response of the Interconnection in megawatts per hertz. This is the low Minimum Safe Frequency Deadband for the Interconnection.
Based on only independent generation trips and ignoring transmission-related contingencies to avoid invalidating the methodology, the Minimum Safe Frequency Deadband is equal to 
2,150 MW/(-10*-969 MW/0.1Hz) = 0.222 Hz.

Note: If generation losses due to transmission contingencies are also considered, the lowest frequency drop in WECC in the past 10 years according to data available to PCE has been 0.443 Hz.  

Table 5. Determining lower frequency limits for the WECC Interconnection; cont'd.


Process Specification
Analysis

R3.6
Calculate the Interconnection’s FAL Low by adding the low Minimum Safe Frequency Deadband to the highest approved UFLS relay setting for the Interconnection.
FALlow for the WECC Interconnection is calculated as 
59.500 Hz + 0.222 Hz = 59.722 Hz from the figures above. 

Note: If generation losses due to transmission contingencies are also considered, FALlow would be set to 59.943 Hz. That would invalidate the methodology by leaving no room for a second contingency on the same side of 60 Hz.

R3.7
Calculate the FTLLow by adding the next largest single Contingency to the FALLow.
If we limit next contingencies to unit trips, as was accepted by BRD SDT in Phase I for the Eastern Interconnection to avoid invalidating the methodology, the additional contingency would be approximately 
1300 MW.

Using the latter estimate puts FTLlow at 
59.722 Hz + 1300 MW/(-10*-969 MW/0.1Hz) = 59.856 Hz.

Note: If generation losses due to transmission contingencies were also considered for calculation of FALlow, FTLlow would be set to 60.075 Hz, immediately invalidating the methodology.

R3.8
Establish the FTL’s Tv by determining the time at which the probability of a second Contingency exceeds acceptable limits.
BRD SDT has directed that this should be interpreted to mean: "set Tvfl to be the time interval at which the probability of a next largest single contingency generator trip is equal to 50%". PCE estimated the average expected time between generation contingencies 1300 MW or higher and found it to be 131.0 days. According to BRD SDT directive, Tvfl has been limited to a maximum of 30 minutes.

Table 6. Determining lower frequency limits for the ERCOT Interconnection.


Process Specification
Analysis

R3.1
Determine the highest approved (firm load) Under Frequency Load Shed (UFLS) relay setting for the Interconnection. This shall be the Interconnection’s FRLLow.
Initial data gathered by PCE to-date supports placing FRLlow at 59.300 Hz.

R3.2
Establish the Interconnection’s Frequency Response based on an average of the prior 3 years’ data (beta in megawatts per 0.1 hertz).
Initial research performed by PCE indicates that ERCOT Interconnection's Frequency Response to large negative frequency events is 
-419 MW/0.1Hz.

R3.3
Identify the largest single Contingency events for the Interconnection and order them from largest to smallest.
PCE has done so using data made available by NERC GADS.



R3.4
Determine the minimum size of allowable Contingencies for the Interconnection and use this to determine the low Minimum Safe Megawatt Deadband for the Interconnection.
PCE has created a method to estimate the contingent MW drop associated with a once in 10 years probability. Preliminary and approximate estimates using these methods using generation and plant trips (excluding HVDC line or converter disconnections in order to prevent the methodology from being invalidated) indicate a necessary Minimum Safe Megawatt Deadband of approximately 1,350 MW. 

R3.5
Calculate the frequency change associated with the low Minimum Safe Megawatt Deadband for the Interconnection by dividing the low Minimum Safe Megawatt Deadband in megawatts by the Frequency Response of the Interconnection in megawatts per hertz. This is the low Minimum Safe Frequency Deadband for the Interconnection.
Based on only independent generation trips and ignoring transmission-related contingencies to prevent the methodology from being invalidated, the Minimum Safe Frequency Deadband is equal to 1,350 MW/(-10*-419 MW/0.1Hz) = 0.322 Hz.

Note: If generation losses due to transmission contingencies are also considered, the lowest frequency drop in ERCOT in the past 10 years according to data available to PCE has been 0.729 Hz.

Table 6. Determining lower frequency limits for the ERCOT Interconnection; cont'd.


Process Specification
Analysis

R3.6
Calculate the Interconnection’s FAL Low by adding the low Minimum Safe Frequency Deadband to the highest approved UFLS relay setting for the Interconnection.
FALlow for the ERCOT Interconnection is calculated as 
59.300 Hz + 0.322 Hz = 59.622 Hz from the figures above. 

Note: If generation losses due to transmission contingencies are also considered, FALlow would be set to 60.029 Hz, invalidating the research methodology.

R3.7
Calculate the FTLLow by adding the next largest single Contingency to the FALLow.
If we limit next contingencies to unit trips, as was accepted by BRD SDT in Phase I for the Eastern Interconnection to avoid invalidating the methodology, the additional contingency would be approximately 
1300 MW.

Using the latter estimate puts FTLlow at 
59.622 Hz + 1300 MW/(-10*-419 MW/0.1Hz) = 59.932 Hz.

Note: If generation losses due to transmission contingencies were also considered for calculation of FALlow, FTLlow would be set to 60.339 Hz, invalidating the research methodology.

R3.8
Establish the FTL’s Tv by determining the time at which the probability of a second Contingency exceeds acceptable limits.
BRD SDT has directed that this should be interpreted to mean: "set Tvfl to be the time interval at which the probability of a next largest single contingency generator trip is equal to 50%". PCE estimated the average expected time between generation contingencies 1300 MW or higher and found it to be 91.3 days. According to BRD SDT directive, Tvfl has been limited to a maximum of 30 minutes.

3. Determining upper frequency limits

Determination of upper frequency limits for all Interconnections has not been within the scope of the research to this point. Below is an example of following the proposed process using data currently available to PCE.

Table 7. Determining upper frequency limits for the Eastern Interconnection.


Process Specification
Analysis

R4.1
Determine the lowest approved high frequency relay or turbine overspeed setting for the Interconnection consistent with the Interconnection’s reliability requirements. This shall be the Interconnection FRLHigh.


Initial data gathered by PCE to-date supports placing FRLhigh at 60.500 Hz.

R4.2
Determine the Frequency Response of the Interconnection as calculated above for the interconnection low frequency limits.
PCE used data available for all contingent frequency events to estimate Frequency Response of the Interconnection as related to high frequency limits. PCE would appreciate the BRD SDT's input on this subject. While initial data gathered by PCE indicates that the Eastern Interconnection's Frequency Response to over-frequency events is 3,180 MW/0.1Hz, a single response should be chosen for both over- and under-frequency events.

R4.3
Identify the largest high frequency producing Contingency events for the Interconnection and order them from largest to smallest.
PCE has done that using data from Elmer Bourque of New Brunswick Power.



Table 7. Determining upper frequency limits for the Eastern Interconnection; cont'd.


Process Specification
Analysis

R4.4
Determine the minimum size of allowable Contingencies for the Interconnection and use this to determine the upper Minimum Safe Megawatt Deadband for the Interconnection.
While it is not immediately clear what data can be used to estimate the Maximum Allowable Frequency Rise defined in the proposed process, PCE believes that in the past 10 years the largest single event has been the partial blackout on Aug 14, 2003.

PCE will use this event to make the initial estimate. However, PCE understands that relay activation occurring as a result of a separation of a portion of the Interconnection does not count toward violating the one-in-ten-years targeted rate in order to prevent the methodology from being invalidated. Further work is needed to isolate frequency events covered by this Standard and set these limits accordingly.

R4.5
Calculate the frequency change associated with the Minimum Safe Megawatt Deadband High for the Interconnection by dividing the sum of the allowable Contingencies (in megawatts) by the Frequency Response (in megawatts per hertz). This gives you the high Minimum Safe Frequency Deadband for the Interconnection.
Data has been presented that frequency error reached about 0.299 HZ (during fast time error correction). That will be used as the working and very conservative estimate of Minimum Safe Frequency Deadband for evaluating this process. PCE strongly recommends that further research, most likely using short-scan frequency data, be directed to refine the calculation of this value if FALhigh is to be implemented in the final Standard. 

R4.6
Calculate the high Interconnection’s FAL by subtracting the high Minimum Safe Frequency Deadband from the lowest approved reliability-related high frequency relay setting for the Interconnection.
Using the above preliminary estimate of the Maximum Allowable Frequency Rise, FALhigh will be set to 
60.500 Hz – 0.299 Hz = 60.201 Hz.



Table 7. Determining upper frequency limits for the Eastern Interconnection; cont'd.


Process Specification
Analysis

R4.7
Calculate the FTLHigh by adding the next largest single Contingency to the FALHigh.
Data available to PCE and experience in the field leads PCE to believe that load losses of up to 
1,000 MW occur with some frequency in the Eastern Interconnection. PCE believes that this would serve as a good approximation for the value requested by the proposed process. However, PCE does not see a statistical justification for using a contingency of any particular size in this calculation and believes that this step in the process needs to be modified to have a solid theoretical foundation and to validate the methodology for setting the over-frequency limits.

Using this preliminary estimate puts FTLhigh at 60.201 Hz – 1,000 MW/(3,180 MW/0.1Hz) = 
60.170 Hz.

R4.8
Establish Tv for the FTLHigh by determining the time at which the probability of a second Contingency exceeds acceptable limits.
No method has been established to set Tvfh with the available data.  The probabilistic reliable recovery time from practically all normal errors is a defensible method.

4. Conclusions and Recommendations

Sufficient data exists to establish the low frequency limits using the method proposed by BRD SDT. However, further research needs to be performed to establish and validate the high frequency limits using the methods proposed by BRD SDT.

If all possible contingencies are considered, the proposed process may result in an excessively tight or positive FTLlow for the WECC and ERCOT Interconnections which would invalidate the proposed methodology for setting the frequency limits. BRD SDT may need to consider alternative approaches for setting frequency limits that result in reasonable values and maintain reliable operation. One basis for such approaches is discussed in Section XI.2.  Another is (a) to determine, on the basis of total probability captured by the frequency data on both controllable and uncontrollable errors, that at the CPS1limit the Interconnection's likelihood of exceeding an FRL is not greater than once in ten-years and, if so, (b) to set the FRL so as to impair as few deviations as possible and (c) to set FAL so that its distance from FTL captures just the normal variability observed in all intervals Tvfl in length, making sure that the distance between FAL and FRL is at least as big as the distance between the frequency-response reversal point C and the settling point B.
PCE recommends that BRD SDT modify the name of the different Tv values to reflect their different meanings and ease communication, even if their values are initially the same. One approach is to use the names Tvb, Tvfl, Tvfh, as has been done in this report.

PCE recommends that a more technically defensible process be established for calculating Tvfl, such as observed maximum recovery time from contingencies, both over- and under-frequency, under reliable operations and that may very well result in a tighter Tvfl.
IX. 
Validate the Steps in the Process for Developing BAALs

1. Summary

PCE understands that the portion of the proposed Standard relevant to BAs requires that they continuously calculate the BAAL applicable to them. The Standard also suggests penalizing any BA whose ACE exceeds its BAAL for Tvb contiguous minutes at each instant.

In attempting to establish Tvb associated with the BAALs, PCE tried to estimate how Interconnection frequency may behave once some BAs exceed or are close to exceeding those BAALs. However, PCE does not believe that sufficient information is available to reliably evaluate the risk of reaching FRL associated with a particular Tvb under the measures specified by the Standard.

PCE analysis also found that the proposed BAAL equation is based on an assumption that a "convex" relationship exists between a BA's ACE and frequency error such that the BAAL decreases at a diminishing rate as frequency error increases and thereby increases the risk of the Interconnection's exceeding under- or over-frequency limits. PCE did not find justification for making this assumption of a "diminishing" rate which makes BAAL compatible with CPS1 "covariance". This is a subject for further discussion with BRD SDT.

2. Relationship between BAALs and Safe Operation

In all scenarios shown below the BA under consideration is the same. We also assume that the BAAL trend, shown in red in the figures below, for the BA under consideration is the same. Therefore, the frequency trend in the Interconnection is also the same in all of the scenarios. 

In scenario A (Figure 10), the BA fails to return ACE above its BAAL in time to satisfy the Tvb time limit: 
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Figure 10. Example scenario of a BA failing BAAL measure.

In scenarios B (Figure 11) and C (Figure 12) the BA satisfies the Tvb time limit. In scenario B, it operates with a very negative ACE for an extended period of time, particularly when frequency error magnitude becomes very large. In scenario C, it operates with a negative ACE that exceeds its BAAL for a time interval shorter than Tvb, then for a period of time bounds its ACE to its BAAL, but then its ACE exceeds its BAAL in the same Tvb interval again.

[image: image12.wmf]Tv

BAAL

ACE

MW

Time

~

~


Figure 11. Example scenario of a BA introducing a great deal of risk to the Interconnection while not violating the BAAL measure.
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Figure 12. Example scenario of a BA introducing a great deal of risk to the Interconnection while not violating the BAAL measure.

PCE believes that in scenarios B and C the risk of reaching FRL imposed on the Interconnection by the BA is greater than in scenario A.  This creates a difficulty in definitively evaluating the risk contributed to the Interconnection at a given frequency by a given BA and raises the question whether a Tvb that adequately protects the Interconnection in all situations without imposing undue control requirements can be determined.

PCE believes that the proper measure should adequately evaluate the risk of reaching FRL imposed on the Interconnection by BAs. For each instant of time, a formulation for that risk can be found as a function of frequency and ACE. One alternative idea for measuring performance is finding the average of that function over a targeted interval, and penalizing BAs that exceed a predefined limit in that interval. 

3. Relationship between Frequency Error and Risk of Reaching FRL

PCE understands that the BAAL equation has been developed with the idea that it should designate an acceptable amount of risk of reaching FRL a BA should be allowed to contribute to the Interconnection and penalize the BA should it contribute any additional risk [2]. Specifically, for the high frequency side, the standard intends that:
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Multiplying all terms of the above condition by 
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Where 
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can be interpreted as the maximum risk of reaching FRL that a BA jointly with the Interconnection is allowed to impose on the Interconnection for a given frequency error. The condition above assumes that we are bounding the joint risk, described by the product of ACE and frequency error, by a maximum value:
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(IX-1)

Condition (IX-1) derived from the proposed Standard implies that for a given ACE the risk contributed by a BA to the Interconnection (a) at or near Rmax is quadratic in 
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 is contained in ACE which is itself co-determined by the BA and the Interconnection through the BA's frequency-response obligation. 
In other words, the risk by the BA and the Interconnection jointly imposed on the Interconnection of exceeding a given FRL by operating at a given frequency is "convex" in the difference between that frequency and scheduled frequency, such that the BA ACE Limit is tightened at a decreasing rate, while the joint risk is increasing at an increasing rate, as that difference increases.

PCE research has shown that the above-defined risk formulation is correlated with the probability of exceeding the FRL over a specified future period of time (e. g. 10 years). An index that describes such a risk more strongly (reactively rather than proactively) as you get near the FRL and less strongly as you get far away could be related to the inverse of the MW change in the balance between resources and demand needed to move the frequency to FRL, rather than related to the balance already used to put frequency where it is. Therefore the risk may eventually be greater and increase more rapidly, but only as you get very close to the FRL, if you relate it to the inverse of the difference between FRL and the current frequency, 
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.  That would translate mathematically into having the BA ACE Limit tightened at an increasing rate as frequency error increases, or a BAAL whose curvature is "concave" rather than a "convex" in frequency error.  

The implied risk in (IX-1) can be challenged using a couple of simple examples. If FRLhigh for the Eastern Interconnection is set at 60.500 Hz and scheduled frequency is 60 Hz, condition 
(IX-1) evaluates the risk imposed on the Interconnection by a given BA ACE at frequency errors of 5 mHz and 10 mHz to, respectively, to be: 
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However, it is apparent that the frequency change due to contingencies or other causes required in these two cases to take Interconnection frequency to FRL = 60.500 Hz, i.e. 495 mHz for frequency error 5 mHz and 490 mHz for 10 mHz, have a ratio close to 1. As seen above, however, the risk implied by the BAAL equation in the latter case is twice that of the former case.  This could be considered being proactive.  More importantly, condition (IX-1) implies:
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The two equations above imply that the risk of the frequency exceeding 60.500 is not significantly different between the cases where frequency error is 400 mHz and 450 mHz. However, it is clear that the latter case requires only half the contingency size (50 mHz) of the former (100 mHz) to bring the Interconnection to the critical point, which is likely to happen more than twice as often and carries therefore more than twice the probability and twice the risk. This can be shown from study of frequency error change distribution or, for generation contingencies, analysis discussed in Appendix B.   A measure that captures this risk instead of the former could be considered reactive.
The "quadratic" relation of the joint-risk to frequency error derives from the fact that ACE itself is not "passive" and itself includes the effect of the contingency such that there cannot be a fixed or "given" ACE in both cases with a fixed control effort by the BA.  Indeed, for ACE to be fixed or "given" in both cases, the BA is already exerting tighter control in the second case through his frequency response and already having to mitigate the risk.  So the risk is not "linear" or simply "proportional" to the contingency size (frequency error), but actually increasing with the "square" of the contingency for a given or "fixed" control effort by the BA and that means increasing at an increasing rate.  This converts mathematically into imposing a limit on the joint-risk such that the BA ACE Limit decreases at a decreasing rate as frequency error increases.  In other words, any claim of linearity of the joint-risk with frequency error would be equivalent to ignoring the role of primary (governor) response (obligation) in control and paying attention exclusively to secondary response.     
In fact, if the joint-risk of exceeding FRL were related to the inverse of the difference between that FRL and the current frequency, controlling to BAAL would likely wind up being much less demanding than under the current measure for most of the time FRL is exceeded except for very near to the FRL, and therefore being much more reactive than proactive. The details of such a relationship are complex.

X. 
Validate that the Balancing Authority ACE Limits Work as Intended

1. Summary

This section provides examples to show how the probability of an aggregate report of several BAs is generally much less likely to violate the proposed standard than the individual report of any member BA. This observation was inspired by the December  21, 2004, Phase-I Field-Test CERTS report, provided to the BRD SDT before our February 3, 2005 final report on Phase I of the research, and by an email from Robert Blohm of May 24, 2005, on the number of times BAAL were exceeded based on historical data from the NERC-CERTS ACE-Frequency Monitoring system for 80 BAs in the Eastern Interconnection. The effect of this conclusion is that the burden of controlling using BAAL measures may fall disproportionately on the smaller BAs depending on how tightly the FRLlow is set.. Based on preliminary analysis, as illustrated in the example scenarios, PCE recommends that the impact of the FTL on the control interventions by BAs of all sizes be considered in further attempts at validating a method for setting the frequency limits.

2. Example of the Effect of Aggregate Reporting on Expected Number of BAAL Violations

PCE believes that for the current setting of FTLlow, it is probable that the BAAL measures will create fewer violations for any set of BAs if those BAs report their ACE aggregately. Under the proposed BAAL measures, for one BA, performance in excess of the requirements in one period does not allow less-than-acceptable performance in another period. However, if two BAs combine, it is likely that there will be occasions where one performs in excess of the requirements while, at the same time, the performance of the other does not meet the requirements. In some such cases, the aggregate performance will eliminate a violation.

Figure 13 shows an example of performance by two hypothetical BAs, each with a frequency bias of -100 MW/.1 Hz, which are part of an interconnection with a frequency bias of -6600 MW/.1 Hz. The ACEs chart of BAs "A" and "B" are plotted in green and purple, respectively. The arrows next to the labels for these charts are pointing to the left; this means that their charts are plotted against the MW axis shown on the left. 

Excluding the two BAs, the sum of Interconnection ACEs remains constant in these graphs. Thus, only the ACEs of the two BAs have an impact on the frequency error, shown in blue, and reflected in the BAALlow chart. The frequency is plotted against the right axis. 

Identical BAALlow charts are shown in red, as these two BAs have the same frequency bias. On 6/3, BA "A" incurs a violation as shown in the left graph in Figure 13. On 6/20, BA "B" incurs a violation as shown in the right graph in Figure 13. 
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Figure 13. ACE trends of two BAs in two different periods when separately compared with each BA's BAALlow. 
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Figure 14. Combined ACE trend of the two BAs in Figure 13 when compared with the BAALlow for the aggregating BA.
In Figure 14, the aggregate report of the two BA ACEs is shown in light purple against a larger MW scale on the left axis. The BAAL, doubled downward for the combined BA, proportionally to the sum of the equal bias coefficients, is shown in olive. Because generation control in each of the two BAs remains unchanged and the only difference between scenarios presented in Figure 14 and those in Figure 13 is the downshifting of the combined BAAL. In this case, the aggregate ACE does not even reach BAAL, much less exceed it for Tvb. The aggregating BA manages to mask the violations that otherwise would be incurred by each member BA, not by changing their control in a way that reduces risk to the Interconnection, but simply by providing an aggregate report for the two member BAs.  This suggests that frequency control distributed among several BAs may be more effective by putting the onus on individual performances. 
There are also examples where the number of violations can be shown to remain the same or even, rarely, increase when BAs are aggregated. Tentative analysis by PCE, however, indicates that the cases where the number of violations stays the same or increases as frequency bias increases are rarer than the cases where the number of violations decreases. This is because of the offsetting (cancellation, disappearance) of opposite errors by aggregated BAs, while errors in the same direction add together and can violate Tvbwhen separately they exceed BAAL but not long enough. The probability of exceeding FTL may be impacted by the value of FTL, but preliminary investigation of historical data and theoretical estimates indicate that the above statement is true for the setting of FTL proposed for the Eastern Interconnection. PCE recommends that the impact of frequency bias on the number of violations be adjusted for in setting the frequency limits in further research to validate a methodology.

Historical data supports the idea that aggregate reporting provides relaxed control benefits to BAs because their combined frequency bias increases. CERTS analysis of the NERC-CERTS ACE-frequency data provided by 80 Eastern Interconnection BAs showed that, on average, for each BA the one-minute average of ACE exceeded the one-minute average of BAALlow 4407 times in one year. However, PCE analysis of the frequency data for the same year indicates that the one-minute averages of Eastern Interconnection frequency exceeded FTLlow about 500 times, or twice in three days. Moreover, if all BAs in the Eastern Interconnection submitted one aggregate report, the combined entity would have incurred no violations of the real-time abnormal operations measure in any of the past three years, compared to the 52 total violations recorded in 2004 just by the BAs reporting their ACE to the NERC-CERTS database. As many of the 52 violations (once a week) were incurred by reliably-behaving BAs with smaller values of frequency bias, even acknowledging the looser control such BAs are allowed under the current CPS2 standard, it seems likely that such BAs will also be required to expend a disproportionate amount of effort to maintain acceptable levels of compliance with BAAL, but not because of their size but because of their multiplicity.

To summarize, PCE has seen evidence at this point to indicate that, given reasonably wide settings of FTL, BAs with smaller values of frequency bias will experience more violations applying the same amount of control and be required to perform disproportionately more control to achieve the same number of violations as BAs with a larger frequency bias. If this conclusion is valid, it also indicates that the proposed BAAL equation  does not correct for the effect of multiciplity and that the current real-time frequency limits are too tight for imposing unnecessary control even on large BAs, although to a lesser degree than the small ones,. Inherent superiority of distributed control for reliability may not be something to be corrected for while the disproportionate impact on smaller BAs of the method of setting the frequency limits and the excessive control actions it requires by smaller BAs against reliable behavior invalidates the method  and points to its unfairness, suggesting that the frequency limits should be set on the basis of catching the fewest errors necessary to prevent already reliable operations from becoming unreliable.

XI. 
Other Considerations

1. Impact of Generation Control Practice

PCE would like to note that its analysis of frequency events indicates that sudden losses of generation and load constitute only a portion of large frequency excursions. PCE suggests that Interconnection power deficiencies that are controllable create additional risk. Moreover risk may or may not change as practices change as a result of the implementing the proposed Standard.

This premise is supported by the data available for this project. Using NERC-CERTS one-minute average frequency database, CERTS staff identified every instance from 1/1/2003 to 12/31/2003 and from 5/12/04 to 9/10/04 where magnitude of frequency error in the Eastern Interconnection from schedule exceeded 50 mHz. PCE also obtained Eastern Interconnection frequency event data from Elmer Bourque of New Brunswick Power, which is believed to be a fairly comprehensive listing of sudden large frequency changes. Of the 206 separate frequency excursions PCE identified in the period from 5/12/04 to 9/10/04, PCE found only 2 that were noted in Mr. Bourque's data as contingencies. The rest did not show a signature of a sudden change in frequency expected after a generation loss and were apparently a result of generation control practice. The example shown in Figure 15 is representative of that category:

[image: image31.wmf]9/14/2004

-70

-60

-50

-40

-30

-20

-10

0

10

20

5:58

5:59

6:00

6:01

6:02

6:03

6:04

6:05

6:06

6:07

6:08

6:09

6:10

6:11

6:12

6:13

6:14

6:15

6:16

6:17


Figure 15. Plot of frequency during a recent frequency excursion lacking the signature of a large contingency.

Another event, graphed in Figure 16 using six-second data, illustrates one of the largest recent frequency excursions. Frequency error went as far as –95 mHz without any apparent signature of a significant generation contingency. As indicated by studies performed of the hour 22 problem, this is most likely due to poor planning, highly correlated scheduling, and other practices.
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Figure 16. Plot of frequency during a recent frequency excursion lacking a signature of a large contingency.

Extensive PCE experience in enhancing generation control practice to take full advantage of the existing control standards indicates that current practice is both constrained and worsened by CPS2 in the Eastern Interconnection and WECC. It is impossible to precisely predict one way or the other the impact on BA behavior of implementation of the new standards, as it is affected by, among other things, the magnitude of the compliance incentives and rapidity of implementation of new methods of control. Further research needs to include controllable errors in any assessment of the total risk of reaching an FRL.

2. Setting Frequency Limits Based on Experienced/Targeted CPM-1 Performance

The proposed Standard implicitly requires that FALlow be selected in such a way that relays will not be triggered more than once every ten years even if frequency remains at FALlow  the entire ten years during non-contingency operation. PCE is aware that FALlow, and possibly FTLlow, can be loosened considerably by removing that implicit assumption. This can also be done for FALhigh and FTLhigh. PCE proposes that the process of setting frequency limits could be modified by assuming a (still conservative) non-contingency operation frequency distribution based on the targeted CPM-1 performance. Doing so would make the setting of FAL less conservative with regard to reaching FRL, but more statistically in line with its proposed use as the limit not to be exceeded in non-contingency operation. 

In order to follow this approach, we would have to assume some future distribution of non-contingency errors. In doing so, the following concerns would arise:

· Even if the Interconnection is compliant with CPM-1, we do not know how to predict exactly how far from normal the distribution of frequency in the Interconnection will become under the new Standard in the Eastern and WECC Interconnections, which contain multiple BAs. This may not be a big concern as long as we check the probability of tripping any FRL under the assumption that Interconnection performance is at the CPS1 limit.  In Howard Illian's 2002 ERCOT report, which provided valuable analysis of historical statistical frequency distributions, and construction of forecasted frequency probability distributions, the final distribution of normal errors was virtually a normal distribution except for what Howard treated as a negligible 20 % extra weight in the tails beginning only beyond seven standard deviations away from scheduled frequency. 
· The distribution of "disturbance" or contingency errors may or may not remain the same. Previous research has isolated such data by starting at a large frequency change and stopping when frequency returned to or crossed zero. DCS and CPS2 will be removed, both of which have a significant impact in inducing a fast reduction of ACE, and therefore frequency error, following generation contingencies. Replacement of DCS and CPS2 by BAAL may not result in a dangerously reduced recovery rate, measured as described in Appendix D, because (a) removal of DCS prompts tighter CPS1 control to maintain given CPS1 performance, (b) DCS will no longer be around to prompt overgeneration to reduce the DCS recovery requirement and to allow for larger generation contingency and slower or more truncated recovery than otherwise, and (c) CPS2 will no longer be there to induce bad control action by preventing controllable error that reduces frequency error while (d) the new replacement standard will still restrict error that hurts frequency, but (d1) on a real-time basis rather than on an averaging basis, do it (d2) far more tightly in the outer frequency range where the contingencies occur, and require recovery (d3) from load contingencies, not just generation contingencies, and from (d4) controllable errors, not just uncontrollable. With an FTL as low as –59.950 Hz and the Tvfl set to 30 minutes, the new standard may have the impact of increasing, decreasing, or maintaining the average amount of time an Interconnection spends in an abnormal condition, and further raise, lower, or maintain the high-risk tails of the frequency distribution. At a given level of CPS1 performance, removal alone of DCS would have the effect of narrowing but lengthening the tails.  Frequency data could be used to verify or not that that effect alone would still not cause an FRL to be exceeded more frequently than once in ten years.
· As this report discusses, it is not feasible to confidently estimate the change in distribution of risk inherent in operation with only CPM-1 and the requirement on BAs to return within BAAL within 30 minutes. Some large BAs in the Eastern Interconnection easily have the generation rate to move their ACE beyond BAALlow and return it within 30 minutes in such a way as to have pushed frequency well beyond FALlow in the mean time. Alternatively, a combination of smaller BAs, driven by market or grid events, can take actions that have the same effect. This issue with the current measures is described in more detail in Section IX.2.  BAs may be able to do this several times a year while remaining CPM-1 compliant. Under the new Standard the Interconnections could experience more, less, or no more or less frequent occurrences of large frequency errors than predicted by the normal distribution with the same RMS as the experienced frequency.

So, it is possible to project a  normal non-contingency frequency distribution of probability joint with a frequency distribution of contingency probability that is asymmetric with heavy tails and incorporates any likely changes in generation control practice. If compliance with other measures bounds frequency to hardly ever exceed FAL under non-contingency operation, the value of FAL calculated could be somewhat farther from 60 Hz without introducing unacceptable risk of reaching FRL. 

PCE finds that there are no compelling uncertainties in one direction or another stemming from the measures in this Standard that would make it impossible to produce a reasonable estimate of the risk inherent in the proposed Standard to ensure that the overall risk of reaching FRL would not be greater than acceptable. 

As shown in section VIII, FTLlow can become excessively tight if dependent contingencies are considered, as required by the methodology being validated for setting FTLlow, and this invalidates the methodology. Compliance with CPM-1 is required under the proposed standard. Frequency should be beyond 3 or 4 times 
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 in a safely operating CPM-1 compliant Interconnection probably not more than three hours per month. Setting FTLlow to a value in that range could impose unwarranted risk of control interference with schedules, especially by smaller BAs. The FTL should be set tight enough to keep Interconnection behavior from eventually becoming CPM-1 non-compliant, but should require a minimum of unnecessary control actions and of schedule interruptions by RAs and BAs.  That suggests less than one-hour a year, or greater than 4 times 
[image: image34.wmf]1

e

 . 

Appendix A. 
Preparation of Data Obtained from NERC GADS

[No summary of the actual research or analysis of the data is provided, only a general recipe of how to protocol trials and to sharpen the probability estimate.  No graphic summary or analysis of probabilities related to outage data is provided, no graph of an actual probability distribution with real humbers.  No useful detailed information about the interconnection is provided.  No explanation is provided to check the researchers' judgement to trade off accuracy against depth.  No data nor analysis, even in summary form, is provided to enable checking and reproduction of researchers' work.
] 
1. Summary

This Appendix describes how PCE derived the interconnection generation contingency model (represented by Ni, Gi, and Ei) for use in deriving expected occurrences of various MW deficiencies. The parameters are derived from real historical generation data of immediate forced outages provided by Michael Curley of NERC GADS and obtained from the GADS database.

The process of calculating model parameters involves the following steps:

· Obtaining and organizing input data

· Separating unit and plant trips

· Obtaining trip rates for various sets of units and power plants

· Calculating a projected mix of the current generation system

· Calculating trip rates for the current mix of generation on the system

2. Obtaining and Organizing Input Data

The following information was available about generating units in the area under NERC supervision:

K
The total number of units in the interconnection.

Capk
The capacity of each unit k, to the nearest MW.

Typek
The type of each unit k (hydro, fossil, etc.).
L
Time span of the data set. 

Svchrsk, L
The number of service hours of each unit k over time span L.

NOFk, L
Net Output Factor of each unit k, which provides the average actual generation of unit k over time span L as a percentage of capacity.

Also, for each time span L, GADS provided data regarding the time of every reported immediate forced outage, or trip of those units.

Separating Unit and Power Plant Trips

PCE counted the number of trips for each unit. PCE also defined a power plant trip as an event in which more than one unit from one power plant trips within a short time interval (5 minutes was used for the purposes of this study). The following variables were then calculated for units:
Tripsk, L
The number of trips of unit k over time span L. 

Tripsk, L is computed by counting all trips of unit k over time span L, except those trips of unit k that were part of a trip of a power plant containing unit k.

Genk, L
The expected generation of unit k at time of trip during time span L, rounded to the nearest integer MW. 
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The following variables were then gathered or computed for power plants:

PK
The total number of power plants in the interconnection.

PCapk
The capacity of plant k, to the nearest MW

PCapk was calculated as the sum of Capi of the units in that power plant.

PTypek
The predominant type of unit in a power plant k (hydro, fossil, etc.)

PTripsk, L
The number of trips of power plant k over time span L. 

PTripsk, L was obtained by counting all power plants trips as defined above over a time span L.

PSvchrsk, L
The number of service hours of power plant k over time span L.

PSvchrsk, L was calculated as the average of the Svchrsi, L of the units in that power plant.

PGenk, L
The expected generation of power plant k at time of trip during time span L, rounded to the nearest integer MW. 

PGenk, L was calculated as the sum of the Geni, L of the units in that power plant.

3. Calculating Trip Rates for Various Sets of Units and Power Plants

For the purpose of smoothing the model in order to reduce the computation time to a reasonable amount, PCE separated all units in the available data into several sets. The expected trip rates were assumed to be equal for all units inside that set. The sets were identified by a capacity integer index c and type t. Each set, designated with (c, t) contains all units of type t with capacity between 
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, where R1 was a constant selected to be the set capacity range. For this study PCE used R1 of 100 MW. 

PCE then calculated the total unit-years Mt, c of service,, provided by each such set during the past 10 years of operation in the entire NERC system, and the average number Wt, c of trips,, per unit-year of operation for all the units in that set. The value of L in the following calculations is set to 10 years.
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Similarly, power plants are divided into sets, using R2 as a constant power plant set capacity range. For this study PCE used R2 of 500 MW. PCE then calculated the total plant-years PMt, c of service provided by each such set of plants during the past 10 years of operation in the entire NERC system, and the average number PWt, c of trips per plant-year of operation for power plants in that set. The value of L in the following calculations is set to 10 years.
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4. Calculating Generation Contingency Model Parameters

Next, PCE found the total unit-years Xg in service, and an average trip rate Ug  per unit-year, for units with an expected generation of g, where g is an integer that represents a MW value. In these calculations, PCE used only the most recent data available at the time of analysis (specifically the complete set of 2003 data), to produce a more accurate representation of the actual configuration of the units currently on the interconnection. As a result, L in these calculations is set to 1 year.  This is not necessarily an accurate forecast.  Generation mix may be somewhat cyclical because of the impact of the business cycle and commodity-price cycle on the capital planning cycle and therefore require a multi-year data history.
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Separately, PCE found the total plant-years  PXg in service, and an average trip rate PUg  per plant-year, for plants with an expected generation of g.
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Next, units are sorted into Iu sets, based on their expected average generating level, rounded to R3 MW. For this study R3 was set to 100 MW. Each such set has an associated index i, expected generation Gi at time of trip, total unit-years Ni in service, and trip rate Ei per unit-year. Mini defines the minimum average generating level for each set i, and Mini+1 defines the maximum. For each set i, these were computed as follows:
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Power plants were also sorted into Jp sets, based on their expected average generating level, rounded to R3 MW. Their associated statistics were then appended to those defined above for the units. For each power plant j, they were computed as follows:
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In the final step, the final data collection of sets is created by combining the Iu sets of units and Jp sets of plants. The input to the method described in Appendix B is a collection of I sets of units or plants, where I = Iu + Jp.
Appendix B. 
Process for Determining the Minimum Safe Megawatt Deadband

1. Introduction

This Appendix describes a process for determining the level of MW deficiency due to generation contingencies that is not expected to occur more than once per 10 years based on available generation contingency data. The process presented here at this time takes into account only immediate forced outages of generating units or entire power plants and ignores potential loss of power delivered through DC/AC converters. Data on generation contingencies necessary to follow this process was produced from information retrieved from the NERC GADS database and compiled as described in Appendix A.

This process takes into account probabilities of events involving trips of single as well as multiple unit or power plants. It uses a linear secondary response model to estimate interconnection recovery between generation trips separated in time.

In order to determine the expected number of times a given MW deficiency d is likely to occur in a 10-year period, we assume that the 10-year period is a series of T-length time intervals. We consider a binomial trial to take place in each such time interval T , where success is defined by reaching the given deficiency level D required to shed load. The distribution of the number of times a success occurs in a 10-year period can be approximated by a binomial distribution, with an expected value of 
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is the number of trials. The following sections present a process for estimating P for a given interconnection and a given T.

2. Definitions

For ease of study, the following provides a list of all variables mentioned in this Appendix with their definition:

Set i:   
a set of units or plants with associated expected number Ei of trips per year and expected generation Gi at the time of the trip. Set 0 refers to a special set which is used in our calculations to express the probability of not having a trip of a unit or plant in any set and an expected tripped generation level of 0 MW.

I:   
total number of sets of units and power plants. 

Gi: 
the expected generation of any unit or power plant in set i at time of potential trip.

ni: 
the number of units or power plants in set i available to trip in the interconnection, given the outages already assumed in earlier steps in the root structure.

Ni: 
expected number of units and power plants in set i synchronized at any given time.  Equivalent to total unit-years Ni  of service for set i (calculated in Appendix A) normalized by total number of years L = 1 of service: 
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Ei: 
expected number of trips in a year for any individual unit or power plant in set i.

T: 
a time interval, in seconds, that is small enough to make the likelihood of having two independent contingencies within it negligible. A trip of multiple units of a plant within this time is considered to be a single independent contingency.

R: 
secondary response recovery rate of the interconnection, in MW per time-interval T. 

D: 
indicates effective MW deficiency required to affect frequency such that load will be shed.
P: 
the probability that, in a given interval of size T, the level of MW deficiency will reach magnitude D.
P0: 
the probability that, in a given interval of size T, the level of MW deficiency will not reach magnitude D.
d: 
the effective MW deficiency in the interconnection at the end of  given time-interval of size T. It must become greater than D for a successful trial.
dmin:
lowest estimate of d
dmax:
range estimate of d
z: 
the amount of error in the calculation of P. Given a maximum and a minimum estimate of P, the difference between the two.

Z: 
a value of z that we consider necessary to make the associated estimate of P acceptably accurate.

Ty:
number of seconds in one standard year.

3. Assumptions and Approximations

1) In determining the probability that the interconnection faces a MW deficiency equal to or greater than D during a T-length time interval, if the MW deficiency on the interconnection reaches D, all instances of MW deficiences in the same or previous time intervals before the value of d returns to 0 belong to this single successful outcome. We prevent such instances from over-contributing to the probability of success, by not counting them in any separate successful outcomes. Therefore, when determining P for an interval, we exclude from consideration all cases where d > D in any chronologically earlier intervals.

2) We assume that if a power plant trips, the impact of the loss of the units inside that plant on the probability of subsequent unit trips is negligible. In other words, though the probabilities we calculate account for the fact that the plant cannot trip again, they do not account for the fact that the individual units within the power plant cannot. The impact of this simplification of the actual probability is negligible, given that the number of units in the Eastern Interconnection is around 2,600 according to GADS data. However, the reduction of the total number of permutations, and hence computation time, resulting from making this assumption is significant. 

3) We assume that secondary response of the interconnection will not reduce the MW deficiency of the interconnection below zero, and, therefore, the value of d must always be zero or positive.

4) It is assumed that a particular unit is not likely to trip more than once during the total time span considered by this process to estimate the impact of multiple contingencies. Thus, when considering possible combinations of contingencies, the number of trips involving the ith set of units can never exceed the original number Ni of units.

5) The generation of any given unit in set i at the time of a trip is approximated to be at a level Gi, which is its average expected generation calculated from GADS information.

6) As noted in the definition of T, we choose a value such that the probability of two units or plants tripping in the same interval is minimal. Therefore, we can make the assumption that two units or plants will not trip in the same T-length interval, removing many permutations that add very little to probability, but which enormously increase the computation time. 

7) Unit trip events, if any, are assumed to happen at the very end of the interval.

4. Initial Functions

We need to derive several functions in order to explain the process. 

Since it should be physically impossible for a single unit to trip twice in time T, the expected number Ei,T of trips per T-length time-interval for any unit/plant in set i is calculated as: 
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We need to estimate the probability Pi,T that one unit in set i, where i > 0, will trip in a given T-length time interval. As we have assumed that we set T small enough to ensure that the probability of having more than one unit trip in a given time interval of length T is negligible, it can be approximated by:
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The probability that no units will trip in a given time-interval of length T is the product of the probabilities of each unit not tripping, which are the product of the probabilities of not tripping during each of Ni  service years conditional on the probability of not tripping during the previous years: 
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Since each of the NERC interconnections has such a significant number of units that removing one or several units is not likely to change P0,T significantly, in each step of the process we will calculate this value by using all of the units in the interconnection without considering that some units may have already tripped. While this may have an impact on the results in the example scenarios below where only a small number of units are considered to be available, it does not have a noticeable impact on calculations performed for actual NERC interconnections.

5. Determining P
This section, using several examples, gradually develops the basis for a process of determining P, i.e. the probability that the interconnection faces a MW deficiency of magnitude D in a T-length time interval. It is not practically feasible to exactly determine this probability for a typical data set, such as the data we have used for 2,600 units in the Eastern Interconnection. Instead, this process determines a maximum and minimum between which the probability of this outcome should fall, and tries to reduce the difference between the two, referred to as “error” or z, below some threshold of acceptability, referred to as Z.

In general, the process makes use of a root structure for representing all known data regarding the system so far. For each step, the process determines whether z is below Z; if not, it expands the root structure and performs additional calculations to further reduce this difference. Otherwise, it reports the final results for the maximum and minimum P, of a MW deficiency d at least as big as the dmin  event that occurs with minimum P and smaller than the dmin event that occurs with maximum P, which we can then directly use to estimate the expected number of successes in ten years.

We are trying to find the probability between Pmin and Pmin  that, for a certain interval T seconds in length, d will exceed the minimum MW deficiency D needed to trigger a load-shed relay.  For the remainder of this section we will refer to this certain time interval as interval 0 to denote the T-length interval "0" in time when d exceeds D. We will also refer to the other T-length time-intervals preceding the T-length interval "0", in terms of their chronological relationship to interval 0. For example, the interval immediately preceding and ending at the beginning of interval 0 would be interval 1. The interval that precedes interval 1 would be interval 2. Interval j begins 
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Figure 17. Overview of Notation.

In general, our process utilizes a root structure consisting of branching chains of events. Each “element” in the root structure, as shown in Figure 17, deals with a certain "megawatt deficiency" event/alternative Y occurring by the Input or Output of a certain time-interval X. While different alternatives in the same time-interval X, indicated with distinct numbering Y, refer to a single eventual event, they differ as to their predecessors. Thus, any element or series of events in the solution root structure can be referenced by a unique combination of “X, Y”. The maximum value of d, or dmax, at a certain time-interval X tends to have an inverse exponential relationship with the numbering of X.

In any interval X, we assume that the interconnection decreases the power deficiency by R MW due to secondary frequency response during the interval.

Event Y represents either the trip of one unit or plant in some set i, or no trip of any unit. The increase in deficiency is either Gi, or 0 if no unit or plant trips. There is a probability associated with each event as well. The probability that a unit or plant of a certain set will trip is defined in Equation B-2. The probability that no units or plants will trip is defined in Equation B-3.

At the point indicated by “O-X, Y” (“O” represents output, as the point is immediately at the end of time-interval X and after event/alternative Y) and dmin and dmax represent conditions that d must meet by the end of interval X to be considered a megawatt deficiency sufficient to shed load. The values n1, …, nI are the number of units in the I sets of units or plants whose trips have not been considered in preceding history and alternatives of the root struicture. The values Pmin and Pmax represent the minimum and maximum probability that dmin <= d < dmax, as specified above.

At the point indicated by “I-X, Y” (“I” represents input, as the point is immediately at the start of time-interval X, with event Y occurring by the end of the interval), and dmin and dmax represent conditions that d must meet immediately before interval X so that, if the event occurs, the conditions in “O-X, Y” necessary and sufficient to shed load are fulfilled. In general, dmin of “I-X, Y” is equal to dmin of “O-X, Y” minus the generation change during time-interval X, both in event Y and from the recovery of R MW, but dmin cannot be lower than 0, by Assumption 3. Similarly, dmax of “I-X, Y” is equal to dmax of “O-X, Y” minus the generation change in interval X, both from the event in alternative Y and the recovery of R MW in alternative Y, but dmax cannot be higher than D, by Assumption 1.
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The values n1, …, nI for point “I-X, Y” are the number of units in each of the I sets of units or plants that are available for trip consideration in the preceding elements. If the event in alternative Y is the trip of a unit/plant from set i, then ni in “I-X, Y” is one greater than ni in “O-X, Y”, and n1, … ni-1, as well as ni+1, … nI are the same as the corresponding values in “O-X, Y”. This is because the one unit/plant from this set that tripped in time-interval X could not have tripped earlier. If the event in alternative Y is no trip, then n1, …, nI  in “I-X, Y” are the same as the corresponding values in “O-X, Y”.

Pmin and Pmax represent the minimum and maximum probability that dmin <= d < dmax, using the value of d at the start of interval X and dmin and dmax as specified at point “I-X, Y”.
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Figure 18. Linking elements of the root structure.

Figure 18 shows how these Input-Output intervals link together to form a full root structure.

The links between the intervals in the root structure join the yellow dot (e.g. “I-0, 2”) and the black dot (e.g. “O-1, 1”, “O-1, 2”). Each interval whose input is located at a yellow dot can connect to up to I+1 other intervals containing black dots, one associated with a trip of a unit in each of up to I sets where a unit is available, and one associated with no trip. The values of dmin and dmax are shared between all of those I+1 other intervals; thus only the inputs to the intervals show those values. Pmin and Pmax at the inputs are the sums of the Pmin and Pmax values for each of the connected black-dotted outputs.

We can follow a “path” from the black-dotted output of one interval to the yellow-dotted input of the next interval; and from the black-dotted output of that interval to the yellow-dotted input of yet the next interval; and so on, until we reach the green-pointed sum of the outputs at the top of Figure 18, discussed below. By doing so, we can trace a “chain of events” over several intervals, ending at the output of interval 0. For example, from Figure 18, an Event 1 in interval 1 is followed by an Event 2 in interval 0.

The red dotted inputs “I-X, Y” are initial. These represent a chain of events where the conditions on d will either definitely be met, or cannot be met. The conditions will definitely be met or cannot be met if dmin is less than R: 
If dmax is not lower than dmin  Then Pmin and Pmax are equal and are considered to be 1 at “I-X, Y”. The reasoning is as follows: 

· By Assumption 3, d must always be greater than 0. Therefore, for any value of d where 
d <= R at the “I-X, Y” input of an event interval, we can assume that deficiency of d relative to R  has already decreased to 0 by the time of the trip, which is assumed to have occurred by the end of the interval.

· The probability therefore that d < dmax is very near to 1.

On the other hand, if dmin is higher than dmax, the conditions cannot be met. Since the value of d can never be both less than dmin and greater than dmax, Pmin and Pmax at “I-X, Y” are exactly 0. 
Either way, there is no need to examine earlier intervals.

Note that any blue-dotted “I-X, Y” inputsat beginning of each calculation step can be expanded backward, but are considered initial for the purpose of calculating the difference z between Pmax and Pmin at the end of the interval. In this case, the chain of events can branch backward, as was the case from the yellow points. However, we have not yet performed the necessary calculations to do so. Instead, we must start with an estimate of the minimum and maximum probability. These blue-dotted points are the source of the probability estimation error z that must be minimized through the process being described in this section.

Finally, note that the topmost "input" identified as “S” is green-dotted. This is the solution point. The dmin for this point is D. There is no dmax. The number n1, …, nI of units available for tripping in each set i = 1,…,I of units or power plants are equal to the total number of units N1, …, NI in each set i. Pmax and Pmin represent the total maximum and minimum probability of success, the difference between which is z. 

Example 1

Consider an interconnection with number of sets I = 1 of units or plants, expected generation G1 = 1,000 MW of a unit at time of trip, N1 = 2 units or unit-years of service in the set of units, and a secondary response rate of  200 MW/min. Use time interval T = 30 s, expected number E1 = 2,102 of trips in set 1 of units, minimum deficiency D = 1,400 MW needed to trigger a load shed relay, and specified maximum difference Z = 1.4e-4 between the minimum and maximum values of P in order to determine those values, and such that z < Z. (The notation 1.4e-4 indicates a value of 
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First, from Equation B-1, we can determine that the expected number E1,30 = (2,102/2) 30/12,960,000 = 0.002 of trips per either of the 2 units in set I = 1 and per time interval T = 30 s. Also, we calculate the Response Rate 
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Example 1, Step 1

Figure 19 shows our initial knowledge. We have no elements in the root structure, only point “S”. We understand that, for a successful outcome, our final level of deficiency must exceed D = 1,400 MW to trigger a load-shed relay. What are good initial estimates for the minimum and maximum probabilities of this outcome, without extensive examination of the possible events that may have occurred in interval 0 or earlier?
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Figure 19. Root Structure for Example 1, Step 1.

We can immediately set Pmin to 0 and Pmax to 1, as these are the logical extremes of probability. However, there is one simple calculation that will remove a great deal of this error. From Assumption 1, we know that we can discard scenarios where d >= D, except in the last interval. We can say with certainty that if d < D at the end of interval 1 and we trip no units in time-interval 0, then d < D at S. Therefore, we should remove from the maximum probability of success the probability that we trip no units in interval 0, which is approximately (1 - .002)2 = 0.996, per Equation B-3. The value of Pmax at S, therefore, becomes 1- 0.996, or 0.004.

We calculate error from Pmin and Pmax at point S. The difference between 0.004 and 0 is 0.004, which is larger than the specified Z = 1.4e-4. 
Example 1, Step 2

There is too much error in the probabilities calculated in Step 1. We can refine our estimates of the minimum and maximum probability values by expanding the depth and accuracy of our calculations.

We must first enumerate the possible events to consider in the current interval. We have assumed that the probability of multiple units tripping in the same interval is negligible. Only two other possibilities exist. One is that one of the two
1,000 MW units will trip. The other is that neither unit will trip. These possibilities are illustrated in Figure 20.
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Figure 20. Root Structure for Example 1, Step 2.

Next, we need to determine how much each possible event/alternative contributes to Pmin and Pmax. First, let us examine the case where no unit trips in interval 0. From examining Figure 20, we can see that we must determine Pmin and Pmax at “O-0, 1”. Doing so will require determining P0,0, and dmin, dmax, n1, Pmin, and Pmax at “I-0, 1”.    By Equations B-1 and B-3, the probability P0,0  that no unit will trip in time-interval 0 is P0,0 = (1-(2,102/2) 30/12,960,000)2 = 0.996.  By Equation B-5, at the first alternative “I-0, 1"  dmin = 1400  0 + 100 = 1,500 MW by the end of time-interval 0, where 1400 is the dmin  required by the end of the preceding time-interval to trigger the D = 1400 MW deficiency needed to trigger a load-shed relay.  Because we're ensuring only that the final level of MW deficiency is above some number, there was no dmax at “S” where dmin  D = 1400 MW. Thus, no condition is propagated back to the time-interval beginning at “I-0, 1” and, since dmax cannot exceed D, dmax at “I-0, 1” is 1,400 MW.  The number n1 of units in set 1 available for consideration during time-intervals preceding/derived from “I-0, 1”  remains at 2 because no unit trips are involved in the event in alternative 1 during time-interval 0. Pmin at “I-0, 1” is 0 because P is exactly 0, because dmin > dmax which is impossible. So Pmax at “I-0, 1” is 00. Since there is no chance whatsoever that dmin =1500 MW > D = 1400 MW, and that therefore deficiency d during time-interval 1 can meet the needed conditions, both the minimum and maximum probability that we can meet the conditions by point “O-0, 1” are also 0.

Next, let us next examine alternative 2 of a a 1,000 MW unit trip during time-interval 1 and Pmin and Pmax at the output of that alternative. By Equation B-2, the probability P1,30 that a 1,000 MW unit will trip during time-interval 0 equals 2 (2,102/2) 30/12,960,000 = 0.004.  By Equation B-5, at "I-0,2" dmin = 1400 1000 + 100 = 500 MW required by the end of time-interval 0, where 1400 is the dmin  required by the end of the preceding time-interval to trigger the D = 1400 MW deficiency needed to trigger a load-shed relay. Because we're ensuring onlythat the final level of MW deficiency is above some number, there was no dmax for point “S” where dmin  D = 1400 MW. Thus, no condition is propagated back to the time-interval beginning at “I-0, 2” and, since d cannot exceed D, dmax at “I-0, 2” is 1,400 MW. The number n1 of units in set 1 available for consideration during time-intervals preceding/derived from “I-0, 2”?  decreases by 1, to 1, for preceding time-intervals because one unit from set 1is tripped in the event in alternative 2 during time-interval 0. Until we can determine Pmin at “I-0, 2” by further examination of past conditions, we can set it to 0. 
To determine Pmax at “I-0, 2”, we can immediately rule out some things. When no unit trips during time-interval 1, d can't exceed 1,400 MW at the start of time-interval 1 (from Assumption 1) and, because 100 MW is recovered during time-interval 1, d can't be more than 1,300 MW at the start of time-interval 0. Likewise, if no unit tripduring both intervals 1 and 2, then d could be at most 1,300 MW by the end of time-interval 1 and therefore 1,200 MW by the end of time-interval 0. Since we know that dmin is 500 MW at the beginning of time-interval 0 , any situation that would force d to be less than 500 MW will not contribute to the probability of success. How many 
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 consecutive time-intervals with no trips would it require to result in  dmin of 500 MW, where
[image: image86.wmf] denotes the "numerosity" or number of elements in the series? The answer depends on D  and on the recovery rate, using the formula 
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. When we apply such a "ceiling function", any fraction of an interval requires another full interval  to force d below dmin. Using this formula for D of 1,400 MW, dmin of 500 MW, and R of 100 MW gives us 9 time-intervals, or 
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 or Xmin = 8. Then by Equation B-3 we calculate Pmax by subtracting the probability P0,30 that no unit will trip for 9 consecutive intervals, or 0.996 taken to the 9th power (by Bayes' Theorem for jointly combining conditional probabilities), from 1. Pmax, then, is 0.035429. In general, we can always initially estimate Pmax at “I-X, Y” as
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using the value of dmin at “I-X, Y”.

Pmin at “O-0, 2” is determined by multiplying the probability that the event in alternative 2 can occur (0.996 by equations B-1 and B-3) by the minimum probability that the additional conditions for an event in alternative 2 at “I-0, 2” will be met, which is 0. Thus, Pmin = 0. Pmax is determined (by Bayes' Theorem) by multiplying the conditioned probability .004 (derived from E1,30 = .002 per single unit of 2 units) that the event will occur during time-interval 0 by the conditioning minimum probability that the additional conditions at “I-0, 2” are being met (0.035429). Thus, 
Pmax = 1.4172e-4. (The notation 1.4172e-4 indicates a value of 
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So examining each possible event at interval 0gives more accurate estimates of Pmin and Pmax at “S”? What is the error/difference z now between these two values? Figure 21 illustrates the preceding results .
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Figure 21. Finding Pmin and Pmax.

To find Pmin at S, add the Pmin value at each alternative output at the most recent time-interval 0, namely at “O-0, 1” and “O-0, 2”, to get Pmin = 0 + 0 = 0. [To get the ("horizontally") joint probability of alternatives at a time-interval, sum the individual probability of each alternative.  This is unlike Bayes' Theorem whereby to get the ("vertical") joint probability of different time intervals of a given alternative, multiply together the conditional probability at each time interval.]  Likewise, to find Pmax at S, add the individual Pmax value at each alternative output at the most recent time-interval 0, namely at “O-0, 1” and “O-0, 2”, to get Pmax = 0 + 1.4172e-4 = 1.4172e-4. Finally, z = Pmin – Pmax, or 1.4172e-4. 

Example 1, Step 3

Because z = 1.4172e-4 > Z = 1.41e-4, the root structure needs to be expanded further back in time. Only blue-dotted inputs are candidates for expansion, and the only one is “I-0, 2”.   REF _Ref87098544 \h 
 \* MERGEFORMAT  shows the possible events/alternatives that could occur in time-interval 1, given the occurrence of event/alternative 2 during time-interval 0, and includes updated values of Pmin and Pmax for point “I-0, 2”.

Note that both Pmin and Pmax at point “I-1, 2” are set to 1, because d will definitely be greater than the specified dmin of 0, and dmax plays a negligible role in probability. 
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Figure 23. Partial Root Structure for Example 1, Step 3.
Once we have updated Pmin and Pmax at “I-0, 2”, we can update them at “O-0, 2” in Figure 21. In general, we would continue directly up the root structure from  a time-interval's input to the time-interval's output, and from a time-interval's output to the successive (numerically next lower) time-interval's input, and so on. Each time, we would do the following:

1. Use the new “O-” output values of the predecessor to recalculate the values in the “I-” input of the successor.

2. Use the “I-” input values of the successor to recalculate values in the “O-” output of the successor.

3. Consider the successor to be the new predecessor (for the next closest element to S).

4. Consider the next closest element to S to be the new successor.

5. Repeat the process from step 1 with the next predecessors and successors reconsidered in steps 3 and 4. Finally, we would sum the “O-” output values of time-interval 0 to update the values at “S”.

Figure 24, below, shows the complete updated root structure with the new values of Pmin and Pmax for point “S”.
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Figure 24. .Full Root Structure Updated for Example 1, Step 3
Thus, we consider the final probability of success to be between Pmin = 8.0e-6 and Pmax = 1.3372e-4 at “S”, where z = Pmax - Pmin = 1.2600e-4 < Z, an acceptable level of error for this example. 

Since T = 30s in this example, there are 10,512,000 trials in ten years, making the number of successes in 10 years range from approximately 84 to 1406. [Please explain how you got this.
]To estimate feasibly [Please explain why it's important: manhours or processor time?  Canned software doesn’t exist yet to "plug n' play" any settings?
] the size of  biggest contingency not expected to occur more than once per 10 years, we need to set Z tighter to target a much smaller magnitude of the range in the number of successes in 10 years.

Example 2

This problem features a slightly more complicated interconnection, with three potential sets of units that can trip and Time-Interval length T, Recovery R per Time-Interval, and MW deficiency D needed to trip load-shed relay remain the same as in Example 1.

Set 1:Generation at trip G1 = 500; trips per T-interval E1,30 = 0.01; # of units N1 = 3

Set 2:Generation at trip G2 = 1,000; trips per T-interval E2,30 = 0.02; # of units N2 = 2

Set 3:Generation at trip G3 = 1,500; trips per T-interval E3,30 = 0.01; # of units N3 = 1

For the root structure in Figure 25, the blue-dotted inputs are available to expand backward in time, while expanding certain inputs might reduce more the error z between Pmin and Pmax.
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Figure 25. Root Structure for Example 2.

There are only two blue-dotted inputs, “I-0, 2” and “I-1, 1” each contributing to reducing z.  We can use a simple heuristic to decide which of the two elements to expand, in order to reduce error with fewer steps: simply compare the amount contributed to z by each element. If we assume that the reduction in total error, or z, resulting from expansion of an element is somewhat proportional to the amount of error contributed by that element, then expanding the element that accounts for the largest portion of the error is likely to remove the largest amount of error.

Figure 26 shows only the portion of Figure 25 that precedes the two inputs that we can expand, as well as the inputs themselves.
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Figure 26. Expansion of Root Structure for example 2.
Input “I-0, 2”'s portion of z = Pmax  Pmin is the difference between Pmax and Pmin at Output “O-0, 2”, or 1.181e-4. For Input “I-1, 1”, however, it is somewhat more complicated. From Figure 26, we can see that the the difference between Pmax and Pmin of at Input “I-1, 1” (0.0697318), multiplied by the probability (0.992) of the event in alternative 3 during time-interval 1, or 0.06918 contributes to a sum probability at input “I-0, 3”, which is then multiplied by the probability of the event in alternative 3 during time-interval 0 to calculate Pmax and Pmin at Output “O-0, 3”, which contributes directly to z. We're interested only in the portion of this contributed by the portion of the sum probability contributed by Output "O-1, 1". In other words, the portion of z derived from “I-1, 1” is equal to the difference between Pmax and Pmin at Output “O-1, 1” (0.06918), multiplied by the probability (0.004) of the event in alternative 3 during time-interval 0, or 2.7672e-4.

More generally, the contribution of an element “X, Y” to z is calculated by taking the difference between Pmax and Pmin at point “O-X, Y”, then multiplying it by the event probability during each successive connected time-interval.

In this case, Input “I-1, 1” contributes 1.181e-4 to the error, while Input “0, 2” contributes 2.7672e-4 to the error. The next step would be to expand backward in time blue-dotted element “0, 2”.

Conclusion

In summary, our process is an iterative method of sequential binomial trials expanded backward in time into a root configuration, whose vertical dimension is time going backward and horizontal dimension is alternative events. For each step, we perform the following actions from bottom to top:

1. Find the input “I-X, Y” that makes the greatest contribution to the error z in estimating probability measured as the distance between a minimum possible value and a maximum possible value. As a first step, Choose the  “S” terminus which is considered to be an "input" for that purpose.

2. Create up to I+1 alternatives at time interval X+1, branching down from input “I-X, Y”, one representing the case where no unit trips and one for each generator "type" set in which a unit or plant is available to trip. As a first step, substitute interval 0 for interval X+1.

3. For each alternative and a time-interval thus created and jointly referenced by "I-X, Y", use the values of dmin, dmax, and n1, …, nI from output “O-X, Y” to determine the values of dmin, dmax, and n1, …, nI for the Input "I-X, Y".

4. For each input "I-X, Y", use the conditions to determine Pmin and Pmax. If the values differ from what they were at the prior iteration, then the input contributes to the error z and is a candidate for expansion in future iteration.

5. Use the Pmin and Pmax for each output to recalculate Pmin and Pmax for element “X, Y”. Continue to propagate modified values directly up the root structure until the terminus “S” is updated.

6. Use Pmin and Pmax at the terminus “S” to recalculate z. If z >= Z, go to step 1 to expand another input, preferably the one making the biggest contribution to z among the inputs available to expand.

Once z < Z, we have determined an acceptable range of values for P, which we then use to determine the number of expected trips of frequency-relayed load by the minimum size of generation outage/event that is less frequent than once in ten years.

Appendix C. 
Areas of Potential Improvement (in Order of Importance) Discussed in this Report

1) Use of short-scan frequency data to determine the risk of reaching FRL when the Interconnection is at the limit of CPS-1 compliance. 

2) Use of frequency data to validate setting FTL on the basis of how frequently exceeded, and FAL.on the basis of the size of normal errors during all periods of length Tv, and determining the recovery period Tv from all contingencies, over- and under-frequency.
3) Obtaining more complete data from all NERC Regions regarding under- and over-frequency relay settings.
4) Clarification of "approved (firm load) Under Frequency Load Shed relay" in the proposed process for setting frequency limits.
5) Verification of the results of proposed method for estimating the probability distribution of generation contingencies by using historical short-scan frequency data.
6) Using a definition of frequency response consistent with the usual definition in terms of settle point.
7) Further data collection and analysis to more accurately include the response to over-frequency events in determining frequency response.


8) A more detailed determination of Interconnection primary frequency response using frequency data of a span shorter than 1 second, such as 0.1 second.

9) Determining any impact of variability in frequency response on the risk associated with contingencies as determined by the current method.





10) Tune the assessment of generation-contingency risk to account for additional risks associated with different possible values of generation, by using a distribution of generation instead of using average generation of a unit at the time of trip.

11) Determining whether low frequency or sudden frequency drops have an impact on the rate of unit trips.

Appendix D. 
Process for Determining the Recovery Rate 

[3 comments:
1. The process appears to be non-standard for combining primary stabilizing (governor) response with secondary recovery response and calling it "recovery rate". 
2. The process treats fast time-error correction as recoverable error since the calculated recovery rate is holding recovery to a tighter standard when fast time-error correction is being invoked.
3. None of this applies to recovery from the overfrequency events that is subject to the standard and an increasingly important factor in determining interconnection reliability.
]
1. Background

Recovery rate is an estimate of the time it takes for frequency to return to normal following a contingency, relative to the size of the contingency. PCE used it as a factor in the process of determining Minimum Safe Megawatt Band, because it affects the combined impact of contingencies that happen in a short span of time between each other. PCE calculated the frequency recovery rate by identifying contingencies on the basis of their signature in the frequency data, and estimating positive frequency change as a linear function of time. PCE then derived the recovery rate in MW/min by multiplying the frequency recovery rate by an estimate of frequency response. 

For the sake of time efficiency, the algorithm for calculating recovery rate had two phases. The Parsing phase was more time-consuming, heavily dependent on the format of the raw frequency data, and included the bulk of the processing work that was not likely to be repeated. The Processing phase was computationally fast, because it was based on a single uniform input format of the files produced by the Parsing phase, and included the bulk of the analysis, which could be done with various sets of parameters.

2. Definitions

The following were used as parameters in the algorithm:

D1: Minimum magnitude of frequency drop for the event to be considered a potential contingency in the Parsing phase. If the frequency drop of this magnitude took place between two frequency values 6 seconds apart, the latter value was identified as the start of a contingency. It has a low value to create a very inclusive initial sample set.

D2: Minimum magnitude of frequency drop for the event to be considered a potential contingency in the Processing phase. If the frequency drop for the event between points X and Y shown in Figure 27 was less than this magnitude, then the sample in question was discarded.

FHigh: This parameter was used in the Processing phase. If point Y was above this bound, the sample was discarded.

FEnd: This parameter was used in the Processing phase. The first point following point Y that was above this threshold was considered point Z.

tMin: This parameter was used in the Processing phase. If the time difference between point Y and point Z was less than this value, the sample was discarded.

FR: This is the Interconnection frequency response, calculated as described in Section V.

FX: Frequency error at point X.

FY: Frequency error at point Y .

FZ: Frequency error at point Z .

tX: Timestamp of point X.

tY: Timestamp of point Y.

tZ: Timestamp of point Z.
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Figure 27. Plot of a recovery following a historical contingency, showing the elements of the event.

3. Parsing Phase

The algorithm for this first phase read data from one of several frequency sources (one for Eastern Interconnection, one for ERCOT, and two for WECC), isolated potential contingencies, and created an output data set that was sufficient for quickly running the second, analysis phase under most conceivable parameter sets.

It scanned through a chronologically ordered set of data files for potential contingencies in the frequency data using a relatively small frequency drop D1 as the threshold for defining a contingency. If there was a drop of D1 over 6 seconds, the algorithm logged the start time of the potential contingency, the previous 60 seconds of frequency data, and the next 900 seconds of frequency data or the time until the next contingency, whichever was shorter (including the frequency value that satisfied the D1 condition). The output of this phase served as input to the next phase. Prior to starting the Processing phase, PCE verified the contingencies found in the Parsing phase and eliminated data likely to include significant telemetry errors.

4. Processing Phase

The algorithm for the second phase was designed to find which samples collected in the previous phase met a specified profile, to find points X, Y, and Z for that sample, and to calculate the recovery rate (in MW/min) as
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Determining Point X

To find point X, the algorithm took the frequency error at 6 seconds before the start of the contingency data (one minute of historical data was included for each sample, as described in the Parsing phase above).

Determining Point Y 

To find point Y, the algorithm initially took the frequency at the start time of the contingency under evaluation. If the frequency error at the next data point was greater than the FY, it was considered the initial point Z. Otherwise, it was considered the new point Y. If the frequency did not begin to increase within 12 seconds of tX, the sample was discarded. If the difference between FX and FY was less than D2, or if FY was greater than FHigh, the sample was discarded, as recovery would  likely be insufficient to provide useful information. If FY was lower than -800 mHz, the sample was discarded, as the data was likely to be invalid.

Determining Point Z

To find point Z, the algorithm started from the initial point Z found in the previous step. The algorithm then stepped through the remaining data points (for up to 600 seconds of data) and at each step, compared the frequency error to the known value of FZ. If the frequency error at that data point was greater than FZ, then that data point became the new point Z. If this point Z was greater than FEnd, then this was marked as the final point Z. Thus, point Z was either the first frequency error greater than FEnd, or, if no such value existed, the first occurrence of the highest frequency error in the period considered following the contingency.

Determining Sample Recovery Rate

If the difference between tZ and tY was at least tMin seconds, then rate was determined according to Equation G-1, using points Z and Y given above, and FR.

Determining Interconnection Recovery Rate

Once all sample rates were determined, the average of the sample rates for all valid events over the latest available three years of data was used as the recovery rate for the interconnection in determining the Minimum Safe Megawatt Deadband.

5. Choosing Algorithm Parameters

PCE proceeded to select appropriate values for the parameters for the various Interconnections. PCE set D1 and D2 using experience gained in analyzing frequency data, erring on the side of caution to avoid including frequency drops not caused by contingencies. PCE set tmin to 12 seconds for all Interconnections in order to avoid measurements of samples with large swings of frequency. PCE set FHigh to a value for each Interconnection to where a contingency was likely to induce a significant response from members of the Interconnection.

In order to select FEnd, PCE analyzed data for various possible values of that variable to select a conservative estimate. To give an example of that approach, Figure 28, below, shows the chart of recovery rate plotted against various values of FEnd for the Eastern Interconnection. The actual recovery rate used to calculate Minimum Safe Megawatt Deadband was chosen based on FEnd of -30 mHz. Values greater than -10 mHz created inaccurate results, as the rate of frequency increase necessarily declined above a certain point where Interconnection reliability was no longer threatened. Of the more realistic possible values of FEnd below -10 mHz, -30 mHz provided the most conservative estimate of recovery rate.
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Figure 28. Plot of recovery rate vs. FEnd for the Eastern Interconnection.

Appendix E.
Directed Research Tasks for NERC Balance Resources and Demand Standard

The following is a list of all tasks defined in the full “Directed Research for Balance Resources and Demand Standard’s Procedures for Developing Frequency-related Limits” document provided to PCE [3]. They have been enumerated for ease of referencing.  

1. Validation of Frequency Limits

1.1. Validate the Concept of Using Probabilistic Acceptable Risk Limits, Based on Unwarranted Under Frequency Load Shedding and Unit Outages

The process for developing frequency limits is based on the concept of utilizing a probabilistic acceptable risk limit based on unwarranted under frequency load shedding and the probability of generating unit outages. This concept should be examined to ensure that it is technically sound and practically feasible.

1.2. Validate the Concept of Using Interconnection Frequency Response to Estimate Response to Generation/Load Mismatches

The process for developing frequency limits calculates an Interconnection frequency response and then uses this frequency response to estimate the Interconnection’s response to generation/load mismatches. This concept should be examined to ensure that it is technically sound and practically feasible. Specific areas for research include: 

1.2.1. Use of lagging (historical) vs. leading (predictive) indicators to be utilized for estimate.

1.2.2. Accuracy, variability, and sensitivity of Interconnection frequency response with respect to various parameters such as time of day, time of year, load level.

1.2.3. Behavior under stressed conditions — whenever frequency levels fall below XXX or above ZZZ for each interconnection.

1.3. Validate the Concept of Using Frequency-related Relay Settings to Establish Interconnection-wide Limits

Examine the concepts and practices utilized by the industry to determine if such limits are suitable for use in a risk-based reliability standard. Specific areas for research include:

1.3.1. Technical validation of the process (Regional identification and authorization of each frequency-related relay setting within its footprint.)

1.3.2. Determine if there are NERC Regional variations and if there are NERC Regional variations, identify how they affect the process of determining Interconnection limits.

1.4. Validate the Concept of Using Supply-side Contingencies to Estimate Interconnection Reliability Risk

The process for developing each Interconnection’s Frequency Abnormal Limit Low is based on the concept of using supply-side (generation) contingencies. This concept should be examined to ensure that it is technically sound and practically feasible. Specific areas for research include:

1.4.1. Technical validation of the concept of using contingencies to estimate Interconnection reliability risk.

1.4.2. Accuracy, variability, and sensitivity of estimates of Interconnection risk using available contingency information for each of the Interconnections.

1.4.3. Impact of multiple coincident contingencies, particularly those associated with loss of plant and loss of right-of-way conditions.

1.4.4. Robustness of process and behavior under stressed conditions.

1.5. Validate Steps in Process for Developing Frequency Limits

Validate the process for developing frequency limits (Attachment A) by following the steps in the draft Balance Resources and Demand Standard Requirement 305. This validation should specifically show whether the procedure can be followed to develop a set of frequency limits, including all of the following, for the Eastern Interconnection, the Western Interconnection, and ERCOT:

1.5.1. Frequency Trigger Limit High and associated Frequency Trigger Limit High Tv

1.5.2. Frequency Trigger Limit Low and associated Frequency Trigger Limit Low Tv

1.5.3. Frequency Abnormal Limit High
1.5.4. Frequency Abnormal Limit Low
1.5.5. Frequency Relay Limit High
1.5.6. Frequency Relay Limit Low
1.6. Validate that the Frequency Limits Work as Intended

Provide examples showing how various sized Balancing Authorities in each of the three major Interconnections would be affected by the proposed frequency limits under a variety of operating scenarios.

2. Validation of Process for Developing Balancing Authority ACE Limits (BAALs)

2.1. Validate the steps in the process for developing Balancing Authority ACE Limits

Validate the formula and practical implications of using a megawatt ACE limit for each Balancing Authority in order to ensure frequency-related reliability on each of the Interconnections. Specific areas for research include:

2.1.1. Reserve Sharing Groups.

2.1.2. Impact on Balancing Authorities of different sizes.

2.1.3. Impact of NERC Regional differences.

2.1.4. Impact on various wholesale markets (i.e. PJM and MISO).

2.1.5. Robustness of process and behavior under stressed conditions.

2.2. Validate that the Balancing Authority ACE Limits Work as Intended

Provide examples showing how various sized Balancing Authorities in each of the three major Interconnections would be affected by the proposed Balancing Authority ACE limits under a variety of operating scenarios.
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